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1 Introduction

Chinese, Japanese and Korean have developed their own systems of
classifiers. Japanese and Korean borrow some classifiers from Chinese. The
three languages show some similarities and differences in the usage of
classifiers. In this report, we examine how numeral classifiers are used in
Chinese, Japanese, and Korean in our corpora and compare the data with the
output of Bond and Paik (2000)‘s algorithm for generating classifiers. We are
interested to know if the corpus data is different from the results of generating
classifiers using semantic classes from an ontology and what causes such
difference. We hope this research will be useful for improving the quality of
machine translation among the three languages.

We will start with giving an overview (Section 2) of our task, our data, and the
programs we have written in the course of our work and specifying the goal of
our work (Section 3). Section 4 is structured into four sub-sections (Section 4.1
to 4.4), each dedicated to one of the four sub-tasks mentioned in overview. In
each of the sub-sections, we will start with explaining the method we use for
completing our sub-tasks, such as extracting sentences including numeral
classifiers or paring Japanese sentences containing classifiers with their
Chinese and Korean translation. Also, we will give our algorithms and present
the theoretical background and linguistic knowledge on which our programs are
based. After presenting the algorithms and the linguistics knowledge that our
algorithms are grounded in each of the sub-sections, we would present our
results. Following the results, we will interpret the figures generated, describe
the problems we have encountered and highlight their implications to machine
translation. After going through all the sub-tasks, we will give our conclusion
(Section 5) in which we will summarize the discussion made in Section 4, give an
overall discussion of the results and suggest further work.



2 Overview

We break down our task of examining the use of classifiers in each of the
three languages mentioned into several subtasks, namely, extraction, sorting,
sentence pairing and referent-classifier pair comparison. For each of these
subtasks, we write one or two programs to handle it.

We start with extracting Japanese sentences containing classifiers from the
Japanese corpus and then provide an analysis of these sentences with the
program, extraction.pl. The most important part of the analysis involves the
extraction of the classifiers in them and the referents of the classifiers. The
extracted sentences are sorted by the program, report_by_cla_type.pl and then
every extracted sentence is paired with a Chinese sentence and two Korean
sentences bearing the same meaning. Pairing of the Chinese sentences and
the Japanese sentences is done by the program, match_cj.pl. The same
program also extracts the classifiers from the Chinese sentences. The pairing
of the Korean sentences and the Japanese sentences is done by another
program, match_jk.pl. This program also exiracts the classifiers from the
Korean sentences. The Chinese, Japanese, and Korean classifiers used with
each referent are finally compared with the results generated by Bond and Paik
(2000) using semantic classes from the ontology provided by Goi-Taikei for the
same referent. The comparison is done by the program, match_bp.pl.

Our data comes from four corpora: one Chinese corpus, one Japanese corpus
and two Korean corpora. The Chinese corpus and one of the Korean corpora
are translated from the same Japanese corpus. As there are two Korean
corpora, we give each of them a name to distinguish them. This Korean corpus
which is directly translated from the Japanese corpus is given the name:
J-Korean. The other Korean corpus is made by translating an English corpus
which were originally matched with the Japanese corpus. This latter Korean
corpus is given the name: E-Korean.



3 Goal

The goal of the present study is to compare the referent-classifier pairs
extracted from the corpora mentioned with the output of Bond and Paik (2000)'s
algorithm for generating Chinese, Japanese and Korean classifiers based on the
semantic classes of the referents. We hope that, not only the results generated,
but also the discovery we make in the course of generating the results will give
us insights on the issues we have to pay attention to when working on machine
translation among the three languages.




4 Procedures and Findings

4.1 Extraction

The subtask of extraction in fact is not only about extracting Japanese
sentences containing classifiers from the Japanese corpus. We have also
attempt to provide an analysis of these Japanese sentences and prepare them
for being processed by the following subtasks.

4.1.1 Extracting Japanese sentences containing classifiers
4.1.1.1 Method

As we have a tagged and segmented Japanese corpus, we can achieve this
task by extracting sentences in which one of the words contained is tagged as
&y #¢ 7 (classifier). The default classifier >, together with the numeral
preceding it, is tagged as 4 %d (noun). So we have to match the orthography of
every single word against a list of numeral-classifier-combination from —2 to
J1->. Not all sentences containing the matches are extracted. Morphemes
tagged as #/#457 but used with ordinal numbers are filtered away. These
morphemes include %, 7 A, 7 — F, &, fr, & MH, & A and EX.
Classifiers whose referents are always omitted are also filtered away. These
classifiers include £, =7 —X, V[, EHZ V[EZE F—L, B Fv R
and Z4# We also ignore phrases which we doubt whether it is appropriate to
be tagged as classifiers. Two examples of these words are Z/7/ and 4.
—#/7/& in 1. is tagged as [—]nun[FI5] & oL but it should be tagged as [—]num

EIMEIES

1. —#3& 25, BIATTITE,
2. IO HERDRNTT,

As for the phrase 43 in 2, it is tagged as [4£%#]c., but it should be tagged as
[ e ] aFr-

Two more classifiers are also filtered away. These two classifiers are /% and



. We agree that they are classifiers because both of them can postfix to
numerals and form quantifier phrases with numerals, as illustrated by the
following sentence taken from our corpus:

3.
9 [Ziom [fFledop [Plaon [FefIN 23 A RVIEY BuvE4
About 2 fold ADN Time SUB spend COMP Think

It would spend about two times the normal time

/# can be classified as a measure classifier (Bond, 2001) and Z an
arrangement classifier, (Bond and Paik, 2004). But /#is a bit different from the
other measure classifiers in that it selects for some original amount of the
referent and measures the referent in terms of this amount. Other measure
classifiers simply measure the referent in terms of an arbitrary amount. # is
also a bit different from the other arrangement classifiers in that it selects for the
pattern in which the referent is arranged and says that it is arranged in the same
pattern for a certain number of times. For other arrangement classifiers, the
pattern in which the referent is arranged is inherent in the semantics of the
classifiers. We have yet to decide on whether or not to classify these two
special classifiers like the other measure classifiers and arrangement classifiers
respectively. We do not include them for our analysis.

The morpheme 4, which can be used as a classifier in phrases like
[“Inum[ZK]c=]n,  (This phrase is not found in any of the corpora we use) is
filtered away as we found out that it is not used as a classifier in any of the
sentence extracted from the Japanese corpus and containing the morpheme.
Including it would only make our counts less accurate.



Figure 1 gives the pseudo code for our algorithm:

Figure 1 Algorithm for extracting sentences including classifiers

(1). For a noun found in a sentence
(a) If the noun contains a Japanese numeral less than 10 and the default
classifier -, extract the sentence

(2). For a classifier found in a sentence
(a) if the classifier is not one of the morphemes which are used with

ordinal numbers,

and the classifier is not one of the anaphoric classifiers,

and the classifier is not one of the morphemes mistagged as classifiers,
and the classifier is not one of the untyped classifiers:

extract the sentence.

4.1.1.2 Results

In total, 10530 sentences containing classifiers are extracted from the
Japanese corpus.

4.1.2 Analyzing Japanese sentences containing classifiers
4.1.2.1 Method

The extracted sentences are then matched against seven syntactic patterns,
six of which are found in Asahioka et at (1990). These patterns are given in

table 1.



Table 1 Major patterns of classifier usages

Type of Structure | Pattern

Prenominal (numeral)[classifier][adnominal particle][noun]

Floating [noun][case particle]/[topic marker] [numeral] [classifier]
Partitive [noun][adnominal particle][numeral][classifier]
Predicative [noun][topic marker][numeral][classifier][copular]
Verb-modifying (numeral)[classifier][verb]

Appositive [noun][numeral][classifier]

Attributive (numeral)[classifier][noun]

[ ] denotes a constituent. The underlined words are the referents. () denotes a
constituent which is part of the numeral-classifier combination but not used for
pattern-matching in the program.

Here are example sentences for each of the given patterns:

4. Z L T—2DNEZ[=lnum Aled D Jaon ATEAEW N D3 HRD D E 5,
(Prenominal) ‘

5. Z D[N % Josi[—InumlEE]cLa K TERA TL 72 &V, (Floating)

6. [ B AANINDaon[9 numf Ao iZ— NEAR+ LA E T4, (Partitive)
7. [EE]NHZ]Z]TOP[{EJ]NUM[Z! led 9 Jcop 70 (Predicative)

8. bIo[~InumEIcdE - lv T &V, (Verb-modifying)

9. = OFEn[—InumlE]oL & /K TEABKA TL 72 &V, (Appositive)

10. [Z]nom AlclF BN & B8FEV LE 9, (Attributive)

Following Downing (1996), we only allow floating from subjects, marked by 75,
and direct objects, marked by Z. This rules out an analysis of #/#, which is
marked by T in the following sentence as the referent of the classifier /-

11, [ME]N [Tlease UTInum [Blor <HV 2xdvh F9 5,

When matching sentences to the appositive construction, we would avoid
taking classifier, which belongs to a subclass of noun, as the referent of another
classifier. This makes it possible to analyze sentences like 12 without taking

F~/L as the referent of & . A:




12, [+ Flnom] RV FE A Inoml > FleLiZ72 b £,

A number of affixes tagged wrongly as nouns are also avoided when
extracting the referent of a classifier. Most of these words share the quality of
serving function like English preposition semantically. They include £{_f, LI F,
LI, LK, LU LUK LI, AT, 55, FAl, %, 70, 25, 8/ mZ I,
#47 and #&. To illustrate, we have paired example sentences containing
these affixes with English translation of each of them.

13a. [+InumlZIc Bl Ll arr T
13b. It is [above]p [10]qp [Minutes].

14a. FEIX[FInoml EAIcL T are T
14b. The budget is [below] p[1000]qp [dollar]n.

15a. ﬁUE&i[E—HNUM[@‘]CL[L) Wlaer iZHZE LET,
15b. The train will depart [within]p [30]qp [seconds]y.

16a. [ =InumEF]cLFHilarr TT
16b. It is [three]qp [blocks]y [ahead]ap..

17a. [—Inoml B lel® 72 0 Jarr DEHEITN L & T,
17b. How much is the fare [for]p [ajap [day]n?

18a. [IWinum NlcUBlare DT —7 V& BV LET,
18b. | would like to book a table [for]p [four]qp?

19a. [I]numlFleLli Z 9 1arr T95
19b. It is[four]qp [carriages]y [ahead]ap,.

20a. HWITIAATHT, [ElnumlAlcl## T laee OFE L BULE /A,
20b. Unfortunately, it is very crowded. | can only get [3]qp [seats]n [in @ row]pp.

21a. [[EI]NUM[/\]CL[%%% 1N DJEBINNDTT D,
21b. How about [four]qp [seats]n [in a row]pp?



A sentence may contain more than one classifier. This means that an
extracted sentence can be matched to more than one of the seven patterns as
shown in table 1. For each of the classifier contained in an extracted sentence,
any word in a position of no more than four words away from the concerned
classifier is matched against any of the syntactic category which forms part of
one of the constructions given in table 1. When a sequence of words matches
any of the patterns, the sentence containing that sequence is extracted and the
noun in that sequence is identified as the referent of the classifier contained in
the same sequence, except in the case of the verb-modifying construction. In
that case, the verb is extracted as the referent of the classifier. For a sequence
of words to be matched to the verb-modifying construction, the classifier in that
sequence has to be one of the few classifiers typed as event classifiers. We
will describe how classifiers are typed later. If a classifier and all the words in
positions of no more than four words away from it do not form a sequence that
matches any of the patterns given in table 1, the classifier is considered to be
used anaphorically, which means that its referent is omitted. No referent is
identified in such case.

Our algorithm is given as follows:

Figure 2 Algorithm for matching sentences to major patterns

(1). For every classifier found in a sentence
(a) If the classifier is a event classifier,
and the word immediately following it is tagged as a verb:
extract the verb as the referent of the classifier,
assign to the sentence “verb-modifying” as the type of its construction.
(b) Else if the word immediately following the classifier is the adnominal
particle,
and the word immediately following the adnominal marker is tagged as a
noun: |
extract the noun as the referent of the classifier.
assign to the sentence “prenominal” as the type of its construction.
(c) Else if the word immediately preceding the numeral is the topic
marker,
and the word immediately preceding the topic marker is tagged as a




noun,
and the word immediately following the classifier is tagged as a copula:
extract the noun as the referent of the classifier.

assign to the sentence “predicative” as the type of its construction.

(d) Else if the word immediately preceding the numeral is the subject
marker, the direct object marker or the topic marker,

and the word immediately preceding the subject marker, the direct object
marker or the topic marker is tagged as a noun:

extract the noun as the referent of the classifier.

assign to the sentence “floating” as the type of its construction.

(e) Else if the word immediately following the classifier is tagged as a
noun,

and the noun is not among the following list of words: £{ £, L{TF, LI,
LUK LU, LUk, gD, 51, #, Fa, # Hrey, Z5, M, & mZ
2, BV REE

extract the noun as the referent of the classifier.

assign to the sentence “attributive” as the type of its construction

(f) Else if the word immediately preceding the classifier is tagged as a
noun,

and the noun is not tagged as a classifier at the same time:

extract the noun as the referent of the classifier.

assign to the sentence “appositive” as the type of its construction.

(9) Else if the word immediately preceding the numeral is the adnominal
marker,

and the word immediately preceding the adnominal marker is tagged as
a noun:; ‘
extract the noun as the referent of the classifier.

assign to the sentence “partitive” as the type of its construction.

(h) Else assign to the sentence “anaphoric’ as the type of its
construction.

Next, we examine how the classifiers found are typed. Based on the
typology proposed by Bond (2001) and a slightly revised version of it in Bond
and Paik (2004), we come up with eleven types: default, kind, shape, taxonomic,
event, measure, group, container, arrangement, portion and temporal. The
property of each type of classifiers and examples of classifiers found in the

10



Japanese corpus under each type are given in table 2:

Table 2 Examples and properties of classifiers of different types

DEFAULT Property | ® Can substitute ali classifiers _
® Possible with group reference and individual
reference
Example | ©
KIND Property | ® Select for targets’ type
® Force individual reference
Example | A, 8. FE. #&. . B. &, B, &, P 4.
E, i, PR, O, FELBER RRG RAL B U— A
VLN NS N SN N N
HEE, R, W, B, U— b, TAT LA, . HE,
B, X[
SHAPE Property | Select physical properties of the target
Example | . 4, m. . ki, &, #w. B
TAXONOMIC - Property | Force subspecies reading
Example | #H3H, 7. J5. # Y
EVENT Property | Quantify occurrences of an event
Example | B, 3. E. Fv > F, A, I, ¥, 8
MEASURE Property | Measure a quality of the referent
Example | A — /b FHA— kb, FaA— kb, EhH*x
a, BrF, IV, X0 TTA T T,
Uy kb, o—— uall—, RV h, RNy
B, W R AR Tar, 74—k ANAr
e AN, ¥—=F, Z4—b AF, Fh~
ANV, T—=— /v b BT & N=—,
KEw, FHERLV, BUF RV A=A 5
TR, fo—x AR, B g 30 v s,
7T, NUR HFE R T, BBR 2=
y M T, K@, @Y, FbY, Trys B
GROUP Property | Make the referent represent a group
Example | v ~, #, ., 77 A, ¥—2X
CONTAINER Property | Give information about container

11



Example | . — L, I, FH. Sy 27, a1, GTA, ©

Vo Ew, B, R OB, r—X

ARRANGEMENT

Property | Give
arranged

information about

how members are

Example | 7. %I

PORTION Property | Divide the referent into portions
Example | 91iv, BRE%, #|, /S—k o b, P—2 E
TEMPORAL Property | Temporal expression

Example | t42. X, 4. FH., &, F¥. »H. 7 A, A,

# A AL AR A,

H. o, BE. &, ®

Although many classifiers given above can be assigned to more than one type
or tagged wrongly as a classifier when it is not used as a classifier, we eventually

assign only one type to each classifier.

Classifiers that can be assigned to

more than one type are given in table 3. The rightmost column gives the
proportion of the usage of a classifier as the selected type 1o all usages.

Table 3 Classifiers that can be assigned to more than one types

CLASSIFIER SELECTED ALTERNATIVE PROPORTION
TYPE TYPE .
& Kind Ordinal 1/1
H Kind Portion 15/16
r— Container Kind 2/2
=k Measure Group 7/8
[l Kind Measure 2/2
A= Measure Group 74[74
4y Temporal Ordinal 607/969
T Measure Kind 1M
JE Event Measure 306/348
=N Kind Non-Classifier 17/37

12




Table 4 gives some examples of sentences which show how a classifier may

be used in different ways.

Table 4 Examples of uses of multi-type classifiers

CLASSIFIER |TYPE EXAMPLE

= Kind 22, VX VUM—FERSTETWERA,

= Ordinal 23. —EHICRDHIERIREZBRL CHEEAE
FE AL CEARY VR LT ZEW, (Not
in the Corpus)

b Kind 24, 7 7T hE—EL T E W,

il Portion 25. FNRAHEERNICESSEERICETS
& PIO—MEWET DR800 Z ZITAMT D,
(Not in the Corpus)

Ir—A Kind 26. bz Lid, A RITHEHRDERTD— 7 —
A T AU TIBEBARIED — 7 — X & B,
FNENOEZRE LTOITBNLEMRETE S

|&&E %2 T3, (Notinthe Corpus)

Fr— Container 27. —HARNBEI I —AIHWVWOpEEZ LTWET,

= | Measure 28. =y FYY Ot EBEVITRV T
WD TTRa,

o=k Group 29. LT EBROEENEAICH > THEEN—
o=y MR TWET

[Ea) Kind 30. =MREITY,

] Measure 31, —fZ 272> CT—OOMIZ% 5, (Not in
the Corpus)

A=Y/ Group 32. REWFTALBOZT vy 7 TH bk
Lk TH 5, (Notinthe Corpus)

ARV Measure 38. “TUmvIRESTLEEN

4y Temporal 3. BETELY =+mERET,

oy Portion 35. ZZIF e E TL 7z, .(Notinthe Corpus)

T Measure 36. —_TiEnvkcd,

T Kind 37. I TEEZFH-TEAEVI TV —U N

BHDHATTTE, BRITENTERITITE - TR h
>7- AT X, (Notinthe Corpus)
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= Measure 38. FKIBIIMTE T D,

i3 Event 39. FELBEZDWBIT EHEIZ—E LBE
T&ERWTL X,

) Kind 40. FAOHHNIEK O =R B ET, (Not in
the Corpus)

=3 Non-classifier [41. —EFAR/N FOEEME VUEL 77 X0,

With all the classifiers given in table 4 being assigned to only one type by the
program, it is inevitable for some of them to be assigned to a wrong type when
used in some sentences like sentence 38 (in table 4). In sentence 38, the
classifier /£ is used as a measure classifier for measuring temperature. But
our program would take it as an event classifier, as it is used in the case of
sentence 39 (in Table 4). Such cases of mistyping are, however, minimized by
selecting the more frequently used type, except in the case of /7. We do not
assign % to the more frequently used type, that is, non-classifier because doing
so would filter away all sentences containing the classifier

4.1.2.2 Results
The number of sentences containing each type of classifiers, together with the

percentage of every type among all extracted Japanese sentences, is given in
table 5.

Table 5 Number and percentage of sentences according to types

TYPE NUMBER OF | PERCENTAGE AMONG ALL
SENTENCES SENTENCES
DEFAULT 626 » 5.9%
KIND 698 6.6%
SHAPE 1479 14%
TAXONOMIC 21 0.2% |
EVENT 831 7.9%
MEASURE 2796 26.6%
GROUP 15 0.1%
CONTAINER 333 3.2%
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ARRANGEMENT 6 0.05%

PORTION 284 2.7%
TEMPORAL 3441 32.7%
TOTAL 10530 100%

Forcing one type on each classifier, instead of assigning more than one type
to a classifier, actually enables us to achieve a satisfactory level of accuracy in
typing. We have verified all the 698 sentences marked by our program as
containing kind classifiers and we find that the classifiers contained in 604 of
them are used as the right type. This gives a 86.5% accuracy. While verifying
the result, we discover that it fails to get the right type in the following cases:

i. Words that may be used as classifiers but found to form part of a numeral
expression which shows the order of an object in a sequence; (An example of
such word is /Z in “ 27+ /L =&/F “meaning “JAL 30"

ii. Classifiers that may be used as a kind classifier but found to be used as
another type of classifier or not even used as a classifier in the concerned
sentences; (An example of such word is .7 in “— & Z 4/ ;" meaning 1.5
volt”)

With these sentences eliminated, we evaluated the 604 sentences left and
found that 76.8% of our analysis is correct. Without taking away sentences
containing words described in i. and ii above, the accuracy drops to 66.5%. We
have not made any further attempt to repeat the process of verification with
sentences containing other type of classifiers.

4.1.2.3 Discussion
There are four major sources of errors. Some errors come from
misidentifying temporal phrases as referents of classifiers. Here is an example

which is analyzed inappropriately:

42. [[[[4 BelneliEIrorInellZ Alarlnel T3 lcopls. .

Our program would identify the word <*## as the referent of the classifier A.
There is no difference in syntactic structure between the sentence 42 and 43.
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In 43, the topic marked noun phrase 7% is the referent of the classifier 7.

43. [ ]ne [ ETrorInell =18 ]arInel T ]cop]s. - -

Our program would also identify any verbal noun adjacent to a classifier as its
referent even if the classifier has no referent. For example, in example
sentence 44, where the classifier _A is used with no referent such that it forms a
noun phrase with the numeral = preceding it, the verbal noun F#J is
identified as the referent of the classifier A.

44. [=Inom Alee TRIZBREV LET

It makes no sense for 77#J (booking) to be counted by A(person). Hence,
we get the wrong referent.

The possessive construction also creates difficulties for us. Sharing the
same sequence of [NP] [ADN] [NP] with the prenominal construction given in
table 1, the possessive construction is often confused with the prenominal
construction in table 1. Our program would identify the noun /7 (seat) in
sentence 45 as the referent of the classifier A (person) although it makes no
sense for the noun /& (seat) to be counted by the classifier A (person).

45, [MWInoml NloL DX H D F 95

A parse that makes sense would treat the numeral-classifier combination /7 A
(four person) as a noun phrase by itself and treat the noun /Z (seat) as being
possessed by /4 A (four person).

Nouns pre-modified by adjectival nouns also cause problems to our program.
Consider the following sentence.

46. HAN BXE 1T 43 Zo e L [ F £ Glvow [PledPlaon [E 1
VWaoun [721aon [BIn [Plaon [BIEHIN T &6 D AAET Y BE REX
 Fhiv E

Our program would identify the adjectival noun 720 as the referent of the

16



classifier /L, giving the following incorrect analysis:

[=FFFE InumlPE]c [ ]aon [& 704 apun]ne.
The correct analysis would be:

[T E InumlPE]eL[ D] apn[ & 3LV V72 B ]ne]np.

The noun phrase /20725 (beautiful birds) should be the referent of the
classifier /L (animal).

4.2 Sorting

The subtask of sorting is relatively straightforward. Every sentence taken
from the Japanese corpus and processed by the extraction program is printed
out together with its ID number, the classifier contained in it, the type of the
classifier, the referent of the classifier, the type of its sentence construction and
the head verb. What the sorting program does is to sort the sentences by the
type of the classifiers contained. After being processed by the program, every
sentence is then saved to a file bearing the name of the type of the classifier
contained by it. Table 6 gives the sample output of the sorting program, which
is taken as input by the pairing programs to be described in the next section.

Table 6 Sample output from sorting

iD S | SENTENCE N C|T REFERENT | CON
000104300 |0 | ZDF & > F&—# | — | # | shape | F 7 v b Floating
<IEEW

S:sub-id N:numeral C: Classifier T:type of the classifier contained
CON: sentence construction

17



4.3 Sentence pairing

The subtask of sentence pairing is about paring each of the Japanese
sentences extracted with its Chinese and Korean translation. We have also
attempt to extract classifiers from the Korean and Chinese sentences found
such that we can compare the classifiers used in these languages for conveying
the same meaning. As it is relatively straightforward to pair sentences from the
Korean and the Chinese corpora with the extracted Japanese sentences, we
would focus our discussion on how to extract classifiers from the Korean
sentences or Chinese sentence paired with a Japanese sentence containing a
classifier.

4.3.1 Extraction of Korean Numeral Classifiers
4.31.1 Method

We start with aligning sentences bearing the same ID number from the single
Japanese corpus and the two Korean corpora. Then we use tags such as NNC
(cardinal number), NBU (unit-bounded noun) and NCN (common noun) provided
by our parser to find out possible numeral-classifier combinations contained in
these sentences. Although a classifier, if tagged correctly, would be a
unit-bounded noun, the parser does not always analyze the sentences correctly.
For this reason, we extract every word tagged as a common noun or a
unit-bounded noun and preceded by a cardinal number.

4.3.1.2 Results
We assume that the classifier used for any Korean sentence has the same

type as the classifier used in its Japanese source text. Table 7 shows how
many kind classifiers are extracted from J-Korean and E-Korean.

Table 7 Kind classifiers in J-Korean and E-Korean

KIND CLASSIFIERS IN KOREAN SENTENCES

J-Korean 499

E-Korean 477
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The number of Korean sentences which are translation of Japanese
sentences containing kind classifiers is the same as the number of Japanese
sentence containing kind classifiers, 698. Table 8 tells us the percentage of
sentences from which we have successfully extracted classifiers among all
Korean sentences that are translation of Japanese sentences containing kind
classifiers.

Table 8 Successful rate of kind classifier extraction

SUCCESSFUL RATE OF KIND CLASSIFIERS EXTRACTION
J-Korean 71.5% (499/698)
E-Korean 68.3% (477/698)

The number of unique classifiers of a certain type found in each of the Korean
corpora can also be generated. The figure for kind classifiers is given in table
9:

Table 9 Number of unique kind classifiers in J-Korean and E-Korean

NUMBER OF UNIQUE CLASSIFIERS
J-Korean 37
E-Korean 41

We give all the unique classifiers found in J-Korean and E-Korean that
correspond to some Japanese kind classifiers in table 10.

Table 10 Unique kind classifiers in J-Korean and E-Korean

CLASSIFIER IN BTEC|CLASSIFIER IN J-Korean|CLASSIFIER IN E-Korean
A o, 0, 2, Ale oI, AtZh, o

i N, o M N o

2 atzl Otz

£ cl xt, Of, OF&

il =
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o

&, JtX 220", &
B Xt 2, ©of, X
i 2 mIIX =

18 = =3

I3 & =4, & o, Xel

i &, 20 2, W, B
4, Xtel, AHE, ALOI

TH x

N H O Xl H ol Xl

bR o2

il e R

TAT A E= 00 &

fi# H, 3 M, ®

= gt ot =, Y, i
& 28 2

& H =

bk e =

1E B Z= =

7 g=s

i JtX, 22
] e

ES =

= gt

T N

fth =

There are other types of classifiers and their distribution in the two corpora are
shown in table 11. We have also included the counts for kind classifiers in the
table to make it easier to compare the counts.
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Table 11 Distribution of unique Korean classifiers of different types in
J-Korean and E-Korean

J - Korean E-Korean
TYPE UNIQUEJALL {UNIQUE|ALL
DEFAULT 22| 363 34| 311
KIND 37| 499 41| 477
SHAPE 46(1448 4911121
TAXONOMIC 2| 15 2 14
EVENT 17| 592 . 24{ 433
MEASURE 61/2628 58(2495
GROUP 3| 14 3 10
CONTAINER 19| 305 31| 201
ARRANGEMENT 1 3 2l 5
PORTION 17| 208 21| 233|
TEMPORAL 64(2232 69(2087
TOTAL 298(8307 310(7076

4.3.1.3 Discussion

Table 11 shows that more unique numeral classifiers are used in E-Korean
corpus. In general, Engiish does not use classifiers, whereas Japanese has to
use numeral classifiers for counting objects. The reason we have less unique
classifiers in J-Korean lies in translation strategy in part. When the numeral
classifier is implicitly expressed in the source text of E-Korean, it will be more
freely translated. That is why E-Korean has more unique numeral classifiers.
This shows that the source language has a great effect on the human translation
and we should consider this kind of characteristics of a corpus before we use it
in the area of natural language processing (Paik et al: 2004).

4.3.2 Extraction of Chinese Numeral Classifiers
4.3.21 Method

To find the corresponding Chinese translation of a Japanese sentence
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extracted from the corpus, we find in the Chinese corpus sentences with the
same ID numbers as those Japanese sentences extracted earlier on.
Classifiers have to be extracted from the Chinese sentences in a way very
different from extracting classifiers from the Japanese sentences. This is
because the Japanese sentences are tagged and segmented by a parser
whereas the Chinese sentences are not. We start with using a program to
construct the Chinese representation of the value of the numeral in the
Japanese source text.

When constructing the Chinese representation of the value of a Japanese
numeral, we have to consider two minor differences between the Sino-Japanese
numeral system and the Chinese numeral system. The first difference lies in
the representation of the value 2. In the Sino-Japanese numeral system, there
is only one representation, that is, —. In the Chinese numeral system, there
are two representations. Oneis —. Anotheris #. A second difference lies in
the representation of zero digits. If a zero digit occurs between two non-zero
digits, the Sino-Japanese numeral system would leave out the zero digit such
that 601 would be ~v/7__ — The Chinese numeral system would keep the zero
digit such that 601 would be »V/Z2— Our algorithm used in constructing
Chinese representation of the value of the Japanese numeral used in the source
text is given as follows.

Figure 3 Algorithm for generating Chinese numerals

(1). If the last character of the Japanese numeral is a digit (#7£7), that is, one of
the following characters: -+, &,+,75 (&:
(a) if the second last character of the Japanese numeral is a numeral
below ten, that is, one of the following characters: —,—,=,4,7,/N, 15,
AN
take the numeral as a case of “number_digit“, which means that the
second last character of the numeral is a numeral below ten and the last
character of the numeral is a digit.
| (b) Else if the second last character of the Japanese numeral is also a
digit (#72%)
take the numeral as a case of “digit_digit".
(c) Else the numeral is a case of “digit”
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(2). Else if the last character of the Japanese numeral is a numeral below ten:
(a) if the second last character of the Japanese numeral is a digit:
(i) if the third last character of the Japanese numeral is a
numeral below ten:
take the numeral as a case of “number_digit_numbert”.
(i) Else the numeral is a case “digit_number”.
(b) Else the numeral is a case of “number”
(3) If the Japanese numeral is a case of “digit:
get a Chinese digit with the same value as the Japanese digit.
(4) Else if the Japanese numeral is a case of “number_digit”:
get a Chinese numeral below ten with the same value as the second last
character of the Japanese numeral in the source text.
get a Chinese digit with the same value as the Japanese digit
(a) If the value of the second last character of the Japanese numeral is
equal to two,
concatenate the character class ( —}#9) with the Chinese digit such that
both —[Digit] and #%]Digit] would match the result of the concatenation.
(b) Else form a Chinese numeral by concatenating the Chinese numeral
below ten that correspond to the second last character of the Japanese
numeral in the source text and the Chinese digit that corresponds to the
last character of the Japanese numeral in the source text with the former
preceding the latter. '
(5) Else if the Japanese numeral is a case of “digit_digit”:
get a Chinese digit with the same value as the second last character of the
Japanese numeral in the source text.
get a Chinese digit with the same value as the last character of the Japanese
numeral in the source text
form a Chinese numeral by concatenating the Chinese digit that correspond to
the second last character of the Japanese numeral in the source text and the
Chinese digit that corresponds to the last character of the Japanese numeral in
the source text with the former preceding the latter.
(6) Else if the Japanese numeral is a case of “number”:
(a) if the value of the last character of the Japanese numeral is equal to
two,
take the character class (—}/2%) with the Chinese representation of the
Japanese numeral in the source text such that both — and # would
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match the representation .
(b) Else form a Chinese numeral by getting a Chinese numeral below ten
with the same value as the last character of the Japanese numeral in the
source text.
(7) Else if the Japanese numeral is a case of “digit_number”:
get a Chinese digit with the same value as the second last character of the
Japanese numeral in the source text.
get a Chinese numeral below ten with the same value as the last character of the
Japanese numeral in the source text.
(a) if the value of the second last character of the Japanese numeral,
that is, the digit, is larger than ten:
put the zero digit “Z=” between the Chinese digit and the Chinese
numeral below ten.
(b) Else form a Chinese numeral by concatenating the Chinese digit that
correspond to the second last character of the Japanese numeral in the
source text and the Chinese numeral below ten that corresponds to the
last character of the Japanese numeral in the source text with the former
preceding the latter.
(8) Else if the Japanese numeral is a case of “number_digit_number”:
get a Chinese numeral below ten with the same value as the third last character
of the Japanese numeral in the source text.
get a Chinese digit with the same value as the second last character of the
Japanese numeral in the source text.
get a Chinese numeral below ten with the same value as the last character of the
Japanese numeral in the source text .
(a) if the value of the last character of the Japanese numeral is equal to
two:
(i) if the value of the second last character of the Japanese
numeral, that is, the digit, is larger than ten:
concatenate the character class (=] #) , the Chinese digit that
corresponds to the second last character of the Japanese
numeral in the source text, the zero digit “£5”, and the Chinese
numeral below ten that corresponds to the last character of the
Japanese numeral in the source text in the order they are
mentioned here such that both —[Digit] Z&[Numeral] and Z[Digit]
ZNumeral] would match the result of the concatenation
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(i) Else concatenate the character class (—}#) , the Chinese
digit that corresponds to the second last character of the
Japanese numeral in the source text, and the Chinese numeral

below ten that corresponds to the last character of the Japanese

numeral in the source text in the order they are mentioned here
such that both —[Digit] [Numeral] and #[Digit][Numeral] would
match the result of the concatenation
(b) Else if the value of the second last character of the Japanese
numeral, that is, the digit, is larger than ten:
concatenate the Chinese numeral below ten that correspond to the third
last character of the Japanese numeral in the source text, the Chinese
digit that corresponds to the second last character of the Japanese
numeral in the source text, the zero digit “4”, and the Chinese numeral
below ten that corresponds to the last character of the Japanese
numeral in the source text in the order they are mentioned here.
(c) Else form a Chinese numeral by concatenating the Chinese numeral
below ten that correspond to the third last character of the Japanese
numeral in the source text, the Chinese digit that correspond to the
second last character of the Japanese numeral in the source text and the
Chinese numeral below ten that corresponds to the last character of the
Japanese numeral in the source text in the order they are mentioned
here.

We find patterns that match the representation in the Chinese sentence
having the same ID number as a Japanese source text. After we find the
numeral, we adopt a two pass approach so as to improve the accuracy of our
extraction. First, the first character immediately following the Chinese numeral
found is regarded as a classifier and is tested for uniqueness. Any unique
Chinese character extracted this way is printed out in a report with the Chinese
sentence from which it is extracted and the Japanese classifier used in the
source text. Second, we correct our program based on this result. Not many
of the characters extracted by this method are classifiers. This is because
Chinese classifiers can be multi-character. We replace those characters that
are not classifiers with the correct classifiers by looking at the sentences
ourselves and pair each of the Chinese classifiers with its corresponding
Japanese classifier. These pairs of classifiers are put in a glossary where all
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alternatives of Japanese classifier that corresponds to a Chinese classifier are
listed out. The glossary is included as part of the rewritten program. When
processing a Chinese sentence, the new program would first check whether the
first character after a Chinese numeral is found in the glossary and any of the
Japanese classifiers corresponds to it in the glossary is the classifier used in the
source text of the concerned sentence. If the first character after the Chinese
numeral is not found in the glossary or the classifier used in the source text is not
among the Japanese classifiers corresponding to the character in the glossary,
the program would go on with checking whether the first two characters after the
same numeral are in the glossary and whether any of the Japanese classifiers
corresponds to the two characters as a word in the glossary is the classifier used
in the source text of the concerned sentence. If this check fails again, we will
try the first three characters after the numeral. We would make no further
attempt after trying the first four characters after the numeral. The following
algorithm shows how we extract Chinese classifiers. |

Figure 4 Algorithm for extracting Chinese classifiers

(1) For each fragments of a Chinese sentence that match the pattern
constructed by the algorithm given in figure 3
(a) If the first character immediately follows the Chinese numeral is
found in the glossary:
(i) if the Japanese classifier used in the sentence with the same
ID number is among the list of Japanese classifiers
corresponding to the Chinese character (classifier):
extract the character
(b) Else if the first two characters immediately follows the Chinese
numeral form a phrase which can be found in the glossary:
(i) if the Japanese classifier used in the sentence with the same
ID number is among the list of Japanese classifiers
corresponding to the Chinese phrase (classifier):
extract the two characters
(c) Else if the first three characters immediately follows the Chinese
numeral form a phrase which can be found in the glossary:
(i) if the Japanese classifier used in the sentence with the same
ID number is among the list of Japanese classifiers
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corresponding to the Chinese phrase (classifier):
extract the three characters
(d) Else if the first four characters immediately follows the Chinese
numeral form a phrase which can be found in the glossary:
(i) if the Japanese classifier used in the sentence with the same
ID number is among the list of Japanese classifiers
corresponding to the Chinese phrase (classifier):
extract the four characters
(e) Else fail.

4.3.2.1 Results

The glossary is both the result produced by our program and the means by
which it uses to produce more accurate results. In table 12, we give in the first
two columns entries taken from our glossary of Chinese classifiers that
correspond to Japanese kind classifiers. The two columns in the right hand
side give a list of Chinese kind classifiers and their corresponding Japanese
classifiers as found in the Chinese and Japanese corpora.

Table 12 Japanese kind classifiers and Chinese kind classifiers

CHINESE JAPANESE REFERENT CHINESE JAPANESE
CLASSIFIER |CLASSIFIER CLASSIFIER [CLASSIFIER
A AN & i %4 ‘F-|People, Seat,
® R # BT % |Word, School,
T #8E 35 {¥|Question, Place,
R Room, Flight
A N 4 People A N 4
4 A People 4, A
1 A People 1 A
1A A 4 People A N
M & Flights b2 &
/Y (i Flights X &
R 3 Flights Wit i
Ji] mE = Rooms ] HE =
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2" column: Japanese kind classifiers
4™ column: Chinese kind classifiers
5™ column: Japanese classifiers corresponding to Chinese kind classifiers

% B & XE T |Streets 2% B & XK@ T
15 i Songs B i
& 5 Cameras & =
Pt = Cameras k! =)
i 5 Cars, Carriages |# =l
H By Birds
D) & Letters ES) b
EN it 0 Books N fift 6
it it Books yiis Hﬁ
5 BT Shops K #HF
i i Buildings & BF
B T Buildings B i
ke s Shares % S
b AP — I Games % AN
P R Pages il Ny
1] 25 Sentences 1] A
VS % Copies 4y H
T HH Entries THi IHH
R i} Carriages il i)
A, b Pills
fir G Pills
B 5E Pills
2 #= 747 5 5|Commodities, 4 = TAT A
Shirts, Artworks HoR E e—
A
gk & B Tickets, Beds
XN s Shoes
B [X &) Sections
Racquets il N
Drawings e PN
1% column: Chinese classifiers corresponding to Japanese kind classifiers
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As we can see from the table 12, not all the Chinese classifiers in the first
column are kind classifiers. Some of the Japanese kind classifiers in the
source text (Japanese) are found to be replaced by classifiers of a different type
in the target text (Chinese). Forexample, /> and _~ are the default classifiers.
#H, A, #, A, P % and £ are shape classifiers. Also, X is a group
classifier that can be used with everything in pairs. Not all Japanese classifiers
in the fifth column are kind classifiers. /& and 4 are shape classifiers. #°— X%
is a portion classifier. X/ and 7  are measure classifiers. As our main goal
is to compare the use of classifiers with the same referent in Chinese, Japanese
and Korean, we try not to complicate our task by assigning Chinese classifiers
that correspond to a certain type of Japanese classifiers types other than that of
the Japanese classifiers. However, we would like to point out that the
incompatibility between the types of the Chinese classifier in the target text and
the type of the Japanese classifier in the source text is a difficult issue in
machine translation.

In table 13, we give in the first two columns entries taken from our glossary of
Chinese classifiers that correspond to Japanese shape classifiers. The two
columns in the right hand side give a list of Chinese shape classifiers and their
corresponding Japanese classifiers. '

Table 13 Japanese shape classifiers and Chinese shape classifiers

CHINESE JAPANESE REFERENT |CHINESE JAPANESE
CLASSIFIER [CLASSIFIER CLASSIFIER |{CLASSIFIER
A & Eggs, Courts
ik N Sausages |} A
b N Teeth i ¥iN
153 N Pencils /53 N
Pills A e
Al ZN Racket
H Vi Rackets
" N Dives
] N Trains
i k7 Pills ¥t b
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Pills, Ham,| & vy )
Piccata

gk 758 Tickets 5K w4 B

% 5 Blankets % ¥ — b

M e Coins M B

= 58 Napkins h B olh

ge ZEs Paper Towels |75 %

Lt iy Wheels b i

% B Shifts 2% B

JZ B Beds = B

(&S & Luggage Ei D

i A Coke

52 N Pen

jin N Beer

/N ¥iN Sake

K N Beer

7N R Blankets

i — b Stamps

1% column: Chinese classifiers corresponding to Japanese shape classifiers
2" column: Japanese shape classifiers

4™ column: Chinese shape classifiers

5™ column: Japanese classifiers corresponding to Chinese shape classifiers

Among the 25 Chinese classifiers in the first column of table 13, 10 of them
are not shape classifiers. For example, -7* is a default classifier, 7 and &/
are kind classifiers, and /£, #, /i, Ay, #are container classifiers. Vi
and 4 are event classifiers.

Among the 13 Japanese classifiers in the fifth column of table 13, 7 of them
are not shape classifiers. o is the default classifier. #%£ #£ and % are kind
classifiers. #7771 and £ are portion classifiers. 7 — ;2 is a container
classifier.

The case of taxonomic classifier is less complicated. Table 14 gives the
Chinese classifiers that correspond to Japanese taxonomic classifiers and the
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Japanese classifiers that correspond to Chinese taxonomic classifiers:

Table 14 Japanese taxonomic classifiers and Chinese taxonomic

classifiers
CHINESE JAPANESE REFERENT CHINESE JAPANESE
CLASSIFIER |CLASSIFIER CLASSIFIER |CLASSIFIER
Zi FE¥E & %5 1@|Typed Entities|Hf . FEfH B JH @&
) (Tobacco, n o
Perfume)

1! column: Chinese classifiers corresponding to Japanese taxonomic classifiers
2" column: Japanese taxonomic classifiers

4™ column: Chinese taxonomic classifiers

5™ column: Japanese classifiers corresponding to Chinese taxonomic classifiers

The only Chinese classifier used for translating the Japanese taxonomic
classifiers is the classifier 7. But this taxonomic classifier can also be used for
translating the default classifiers. This is because the Japanese default
classifier -2 can be used in a way such that the referent is regarded as a
subtype of its kind.

Table 15 gives the Chinese classifiers that Correspond to Japanese event

classifiers and the Japanese classifiers that correspond to Chinese event
classifiers:

Table 15 Japanese event classifiers and Chinese event classifiers

CHINESE JAPANESE REFERENT |[CHINESE JAPANESE
CLASSIFIER |CLASSIFIER CLASSIFIER |CLASSIFIER
A 1H Z v K |Stay, Games

K B fE Z vy Flintake, Go,|iX m B oK

Games i
, Trains ja PN

Lty B 7> F  |Games, # |l S K

Rounds
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Gl =] Go [ i

% EIRAVAVAN Games, 7 EIRAVAV N
Shows

T | Buses T [E]

S5 B Dk |Games, S5 EIRAyAVEN
Rounds

18 & [H Times, Check [i FE [E]

E i3 Look E B

# fE Investigation |#r FiE

# iy Search £34 HE

[if] JE Meeting T 553

T JE Investigation |F B

il AN Rounds m& Z 7 R

B #: < 7. F|Ride, Rounds B % SR

it 71 Hits FF 1

VAN A Stay

/. A Stay

e A Stay

1% column: Chinese classifiers corresponding to Japanese event classifiers
2" column: Japanese event classifiers

4™ column: Chinese event classifiers

5" column: Japanese classifiers corresponding to Chinese event classifiers

The major difference between the first column and the fourth column lies in the
inclusion of the Japanese shape classifier A which correspond to the Chinese
event classifiers 4 and #&7. The Chinese temporal classifiers X, # and # /-
used for counting the days of stay, which correspond to the Japanese event
classifier ;& for counting stay, are missing in the fourth column.

Table 16 gives the Chinese classifiers that correspond to Japanese measure
classifiers and the Japanese classifiers that correspond to Chinese measure
classifiers:
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Table 16 Japanese measure classifiers and Chinese measure classifiers

CHINESE JAPANESE REFERENT CHINESE JAPANESE

CLASSIFIER |CLASSIFIER CLASSIFIER |CLASSIFIER

A A=Y District

oK A — kb Distance (Walk) [k A— L

STk )5 A— kv |Area (Room) SFITK W A— B

nH ¥ 1 A — b s1|Distance (Drive) |2 H ¥ A— kL

el e

i B A= Area (Japan) [P AR ¥ o

JE K NV Size (Shoes) JE5 S T

NG LT Size (Hip) NGy T

2K ) Length (Film) 2% )

N S w77 AVN Weight NJan X T A
(Luggage)

I AN Weight (Meat) |7 7T I

AT ¥ 1 Weight (Body) |AT ¥

It U b Volume Gin U kL
(Gasoline)

cC = Volume CC V=
(Cylinder)

K HR Hal— Energy (Herb| % B hal—
Tea)

N ALk Voltage (Battery) |{k ALk

Jiz3 B Temperature E BE

Tk N R oA |Weight  (Meat),|RE VALYV N V4

N Value (Money) N

T ) F A Weight 2] F A
(Fragrance)

e Hw Volume et He
(Gasoline)

I 77—k Volume (Milk)  |& i 7 F—

fih fd _A Vb Volume (Beer) |/ fiii PRUSIAY

o <A v Distance (Drive) |7<H <A v

i Y—F Length (Cloth) |5 Y—F
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EIN 74—k Depth (Lake) EIN 74—k

£ AL F Size (Caps) et A UF

P IR YA/ |Area (Japan)  PEHIER T~ AL

TR T Area (Park) PR T —

he] /v b Speed (Ship) il /v b

LA 717 v b Size (Diamond) |7EHr T b

vik & Purity (Ring) FF &

K & Purity (Necklace) |[K &

Hm ¥ R Value (Charge) [i#& T NV

4y b g Value (Money) |4+ T &

E4 ok Value (Postal)  [3&4> ok

ETG o—=x X R /|Value (Money) |ZEJC Z—x A R
oL ok Rov [NV N

BTG 4 — 2 k% U |Value (Tax) T F—xrZ Y
7 R 7 R

Ht M Value (Money) |HJt M

o SO Value (Money) |7t SO

Yl A Value (Money)  [VEER 75

fE+ AN R NR=— |Value (Stamp) (L A SN

JIE NG J1F 4 KA |Value (Money) [l K% 1 FHE R

7 Hx Distance (Walk) |3 =

Vi BR Distance (Rail) |4 BR

=l Y ¥v  |Size (Overal) |= mD E£bY

Ly = b Unit BT 2= b

(Compartment)
= 2=y b Unit (Goods) = 2= b
B & Area (Room) B B

1% column: Chinese classifiers corresponding to Japanese measure classifiers
2" column: Japanese measure classifiers
4™ column: Chinese measure classifiers

5™ column: Japanese classifiers corresponding to Chinese measure classifiers

The difference between the first column and the fourth column is obvious.
They are the same except in the first row. That is to say, Chinese measure

classifiers almost always correspond to Japanese measure classifiers.
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first row, we give the Japanese classifier for counting districts X/ but there is
no corresponding measure classifier for counting districts in Chinese. In the
Chinese translation, the default classifier is used instead. We will give a more
detailed discussion of the use of default classifier in similar situations in the next
section.

Table 17 gives the Chinese classifiers that correspond to Japanese portion
classifiers and the Japanese classifiers that correspond to Chinese portion
classifiers: ’

Table 17 Japanese portion classifiers and Chinese portion classifiers

CHINESE JAPANESE REFERENT CHINESE |JAPANESE
CLASSIFIER CLASSIFIER CLASSIFIER|CLASSIFIER
A BB Medicine
¥ B Tableware
Hh gl 1 Pizza

Presentation =i il

1% column: Chinese classifiers corresponding to Japanese portion classifiers
2" column: Japanese measure classifiers

4™ column: Chinese measure classifiers

5" column: Japanese classifiers corresponding to Chinese portion classifiers

None of the Chinese classifiers in the first column is a portion classifier. 254
is a Chinese portion classifier that can be found in the corpus. But the
corresponding Japanese classifier used in the source text #/ is taken as a kind
classifier by our program. We would also like to point out that all the Japanese
compound classifiers are not given in table 17. A compound classifier is formed
by combining affixes such as % or 77 with a preceding classifier. Most of
these compound classifiers are portion classifiers. Examples of compound
classifiers are A 4, # 4%, F/v% and AFj. There is no corresponding
Chinese compound classifier. Therefore, in the Chinese translation of a

Japanese sentence containing such classifier, either one of the constituents

forming the compound classifier will not have a translation counterpart, as
illustrated in 47 and 48.
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47a.
AN [Zloss [Elvom [Nl [Fleder [ 7Z2EW

Tea Obj 3 People Portion Please
Three people’s portion of tea, please.

47b.

[1E]v [N [FEin [Elow e [LF N
Please Give Me 3 Portion Tea

Please give me three portion of tea

48a.

[+Inom [ FVee [Zledelk [Pl [Z7=7#—FWn [Zloss [K7Z&W]
10 Dollars Portion AND Farecard OBJ Please
Ten Dollars’ Portion of Farecard, please

48b.

5l [ [Fn [Tvow [ETTle [F]anp [EFRIn
Please Give Me 10 US Dollars AND Farecard
Please give me a ten-US dollar-farecard.

In 47b, only the Chinese portion classifier 7 is used. The classifier A for
counting people who will consume tea in the context of 47 is omitted. In 48b,
the Chinese classifier £ 77 (dollar) corresponds to the /2 (dollar) part of the
compound classifier AL The 4 part is left untranslated.

Next we look at some Chinese classifiers that correspond to Japanese

container classifiers and some Japanese classifiers corresponding to Chinese
container classifiers
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Table 18 Japanese container classifiers and Chinese container classifiers

CHINESE JAPANESE REFERENT|CHINESE JAPANESE
CLASSIFIER |CLASSIFIER CLASSIFIER |CLASSIFIER
o i Peanuts |G [FERN
Bt U BV i elly siih X YA BV
i)
- |Sake /NI N
Beer KR N
% J— k> Tobacco
Eich m Sausages |#i m
o Ry % 4 —|Tobacco |& Ny
2
s v X |Water #F = A AN
W £ Batteries
e o Peanuts  |4% 4
i % Medicine
~] B iEv %1 |Medicine  |A] FREW Sg
IR Ve ¥Zv 34 |Medicine |7k v o3
AR B OEW 231 |Water AR AN
. X 31 |Beer H, BROEuy g
o4 XV 231 |Coffee o1 /AN ¢
Zic] Br— Wine
i/ i Peach
Bed Sheet |& 58

1% column: Chinese classifiers corresponding to Japanese container classifiers
2" column: Japanese measure classifiers

4™ column: Chinese measure classifiers

5™ column: Japanese classifiers corresponding to Chinese container classifiers

Table 18 shows that speakers of both languages may use a shape classifier
that describes a property of a container for counting objects in the container but
the domain covered by such shape classifiers in each of the language may be
different. To illustrate, Chinese speakers can count boxes of tobaccos by using
the shape classifier 4%, which selects for the length of the boxes, but in the
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source text the Japanese container classifier 7 — > is used. Chinese
speakers can also count powder contained in a capsule by using the shape
classifier 4, which selects for the small size of the capsule, but in the source text
the Japanese container classifier # 7/ is used. In Japanese, one can
count bed sheets by using the shape classifier #z.  In Chinese, it is possible to
count bed sheets by using a container classifiers 4. Chinese speakers can
command a variety of container classifiers for counting bottles of liquid: #;, A
#, and 7%, which have the literal meaning of small bottle (for containing sake),
big bottle (for containing beer) and bottle (for containing jelly) respectively.
When counting liquid contained in bottles, Japanese speakers have the shape
classifier A in command but they cannot add any adjective to the common
shape classifier 7% in the way Chinese speakers do. Sung (1996) has pointed
out this property.

Next, we will compare the group classifiers of the two languages. The

Chinese classifiers corresponding to Japanese group classifiers and Japanese
classifiers corresponding to Chinese group classifiers are given in table 19:

Table 19 Japanese group classifiers and Chinese group classifiers

CHINESE JAPANESE REFERENT CHINESE |JAPANESE

CLASSIFIER CLASSIFIER CLASSIFIER|CLASSIFIER

A 7T A Class

ac| NN Movements | v b

= v b, == v|Golf Clubs = vy b, =
k =v k

ot HH Shoes X #E

T B R Oranges T AR

Shoes A JE

1% column: Chinese classifiers corresponding to Japanese group classifiers

2" column: Japanese measure classifiers
4™ column: Chinese measure classifiers

5™ column: Japanese classifiers corresponding to Chinese group classifiers

The Chinese default classifier /* which can be used for counting classes is
The Chinese group classifier X¥, which

missing in the fourth column.
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corresponds to the Japanese kind classifier & is found inthe fourth column but
not in the first column. Notice that the Chinese group classifier X¢ is a more
general classifier for counting everything in pairs whereas the Japanese kind
classifier & is specifically used for counting things that people put on their feet.

The case of arrangement classifiers is also a straightforward one. All the
Chinese classifiers in column one that correspond to Japanese arrangement
classifiers are also arrangement classifiers themselves. This means that
Chinese arrangement classifiers have the same domain as the Japanese
arrangement classifiers.

Table 20 Japanese arrangement classifiers and Chinese arrangement

classifiers
CHINESE JAPANESE REFERENT|CHINESE JAPANESE
CLASSIFIER |CLASSIFIER CLASSIFIER |CLASSIFIER
AT 1T Words 1T 17
HE 5| Seats HE %]
A 2l Queues BA |

1%t column: Chinese classifiers corresponding to Japanese arrangement

classifiers

2" column: Japanese measure classifiers
4" column: Chinese measure classifiers

5% column: Japanese classifiers corresponding to Chinese arrangement

classifiers

The case of temporal classifier is, however, not straightforward. Let us have
a look of table 21, which gives the Chinese classifiers corresponding to
Japanese 'temporal classifiers and Japanese classifiers corresponding to
Chinese temporal classifiers.
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Table 21 Japanese temporal classifiers and Chinese temporal classifiers

CHINESE JAPANESE REFERENT CHINESE JAPANESE
CLASSIFIER |CLASSIFIER CLASSIFIER |CLASSIFIER
A & +» B 7/ A|Centuries,

»H # A % A[Months,

WER] 18 B EERS [Weeks, Nights,

Hours

F G| Years G AR
(] 4EfH] Years o [H] ]
% A Ages 2 W
JA JH [ Weeks A T FH
2 T [ Weeks A2 3 T
H H Days H H
K | A Days x MEI=
i S Nights . S
i BE 8 Nights e - Wk 75
/NS I FH] Hours ZINBF fiF ]
o an Minutes o s
VAR ool Minutes a3 o3
Thap i Seconds e %
i ¥ Seconds W ¥

It is possible to use the default classifier /> to count some temporal entities in

Chinese but it is not possible to do so in Japanese.
carries very little information about what it counts.

49a.

[%£lcor [&Flaov [JLInum
Is Quite
It was built several centuries ago.

Several

Mo

Object Century Before ADN

[t 40N

40

[Fillp

The default classifier

Therefore, the referent, that
is, a period of time, has to be explicitly mentioned in the Chinese target text.
Consider the following.

[flon [HEN [T
Thing P



*49b.
[Zlcor [#flaov Dllum Moo [ATle [B]aon [ARFIN [T
Is Quite  Several Object Before ADN  Thing P
Without the referent 7/#/47 (Century) for the default classifier -/, the sentence
49b is semantically unacceptable.

Whether the referent-default-classifier combination is used for transiating a
Japanese temporal classifier is determined in an arbitrary way. Some of the
temporal nouns in Chinese can be used as classifiers without adding the default
classifier /%, as in example 50a to 57a: The corresponding Japanese
sentences are also listed as 50b to 57b.

50a. ALRTH T [+ ]num[FleL. (Chinese)50b. HEIZ[+]numlEEM oL FEA TV
¥4, (Japanese)

51a. FTHEAZW [ num[AlcL.  (Chinese)

51b. [ZInum[BE]cL HET 2 FETT, (Japanese)
52a. BAEM[—]InumlK]cL- (Chinese)

- 52b. [Inum[ B oL f& D 72 T8, (Japanese)

o))

53a. [—Inuml# Ll 204 (Chinese)

53b. [—Inum[BElcL VM < BTy, (Japanese)

54a. KA[MInuml/Mit]cL JE 2k, (Chinese)

54b. 72V W[ o[ oL 1 ETE X £97. (Japanese)
55a. iHE%F[T Inuml 73 %T]cL. (Chinese)

55b. [+numlZlcL o TV TL E &V, (Japanese)

o

56a. HIWFR—KR[=+]num[#]cL. (Chinese)

56b. FADEFEHI— H[=+]numlB el EBEATLE 9 D TT, (Japanese)
57a. st4, i InomlBFlce  (Chinese)

57b. BE[—InumlF e 721),  (Japanese)

The above examples show that Chinese have specific temporal classifiers for
years (£4£), weeks (/7), days (X), nights (#_L), hours (/) #/), minutes (4*#/) and
seconds(##, #). Alternatively, we can analyze these temporal classifiers as
countable nouns. However, the following examples show that some of these
temporal nouns can also be counted by the default classifier -7, together with
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other temporal entities.

58a. 2 LInom Mol 2 f IR T T+ (Chinese)
58b. [Mnun[HtfdlcL HRTO & D TY . (Japanese)

59a. KMAH—Inum[Mc[HIn. (Chinese)
59b. KI[—Inuml# AlcL T¥ . (Japanese)

60a. Z=/DE[—Inuml el Z Bn- (Chinese)
60b. K[ —|numDE e HEL £, (Japanese)

61a. [—Inum[McU[ME By £ /£ ? (Chinese)
81b. [—InumBE]cL VY < & T9 5>, (Japanese)

62a. B[~ |num[ Mo/ NTINnZEF . (Chinese)
62b. [—Inum[FFfloL 12 E BB &V , (Japanese)

These examples show that centuries (%), months (4), weeks (/£#5), nights
(#£_£) and hours (//#/) can take the default classifier 7*. In these examples,
the representations of temporal entities, that is, #47, A, 247, #_£ and )i,
must be analyzed as uncountable nouns. We can divide the temporal
expressions into two kinds. One group of temporal expressions (examples
58-62) is analyzed as nhouns, not classifiers and the other group (examples
50-57) can be analyzed either as specific classifiers or nouns that take no
classifiers. Comparing sentences 58-62 with sentences 50-57, we can tell that
weeks, nights and hours can both be used with or without the default classifier
-~ This means that these temporal entities are multi-kind.

The last type of classifiers that we would consider is the default classifiers.
Table 22 gives the Chinese classifiers corresponding to Japanese default
classifiers

Table 22 Chinese classifiers corresponding to Japanese default classifier

CHINESE JAPANESE REFERENT
CLASSIFIER CLASSIFIER
A~ . D Hamburger, Puppets, Festivals,
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Islands, Soup, Requests
1 D Keys, Knives
iz ® Parcels, Shirts
& e Tobacco
o e Sandwiches, Whisky
E e Companies, Restaurants
I 2 Tents
i e Camping Cars
5k ®) Chairs, Beds
7S D Tea
H 2 Hamburgers, Eggs, Glasses
e S, Films
B D Erasers, Sugar
i ®) Ceremonies, Trips
[A] D Rooms
% e Skirts, Streets, Ties
A D Socks
5 > Size (Caps)
W e Planets
i ) Beer
KAR > Wine
7 D Stations
2l D Rackets
& e Mails
IZ8 o) Bedding
] ) Classes
VN D Pamphlets
b e Concerts
r D Flights
g D Murals

Among the Chinese classifiers of table 22, only -~ and ~ are default
classifiers. We treat both /* and ~ as the default classifiers in Chinese since
both of them can take referents of more than one animacy. -/* can be used for
counting inanimate objects and people. _~ can be used for counting inanimate
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objects and animals. It can sometimes be used for counting people in a
derogative manner. Their referents have very little in common in terms of
physical properties. Table 23 shows the referents taken by the two classifiers
and their corresponding Japanese classifiers as given in tables 12 to 22:

Table 23 Japanese classifiers corresponding to Chinese default classifiers

CHINESE CLASSIFIER |JAPANESE CLASSIFIER |REFERENT

< > A2 H 4 B > H|Hamburger, Puppets,

» H A M A e K |Festivals, Islands, Soup,
M 77 A B 7 v 7 |Requests, Centuries,

@ m N & B 4 £ i |Months, Weeks, Nights,
M » BT » AT EE F& {H|Hours, Classes, Medicine,
R Districts, Eggs, Courts,
People, Seats; Words,
Schools, Questions,
Places, Rooms

H e Hamburgers, Eggs,
Glasses, Birds

The referents given in table 23 are by no means exhaustive. The difference
between the two classifiers is that /> is never used with animals and # is not
used with people in our Chinese corpus. -7 is used with a larger number and
variety of referents. It occurs 1914 times in the Chinese corpus. It can be
used for counting referents counted by Japanese kind classifiers, shape
classifiers, measure classifiers, event classifiers, group classifiers, temporal
classifiers and the default classifier. A occurs only 191 times in the same
corpus. It is only used with referents counted by Japanese kind classifiers and
the default classifier.

We also notice that the referents taken by the two Chinese default classifiers
hardly coincide with the referents taken by the Japanese default classifier. For
example, the Chinese default classifier -/ can be used with a number of
temporal expressions whereas the Japanese default classifier -> does not
co-occur with any of the temporal expressions in the corpus. There are some
referents that can be taken by the Japanese default classifier but not the
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Chinese default classifiers. The Japanese default classifier > can be used for
replacing the container classifiers but the Chinese default classifiers -/* and ~
are not used in such manner.

4.3.2.3 Discussion

We have further examined the structure of sentences containing default
classifiers and noticed an interesting difference between cases where a
Japanese (specific) classifier in the source text is replaced by a Chinese default
classifier and cases where the Japanese default classifier in the source text is
replaced by a Chinese (specific) classifier in the target text. See the following
examples.

63a. AT S, [Flnuml el AIn. (Chinese)
63b. SBR[ ZInuml& oL P THIE LTV D T3, (Japanese)

64a. B AR oMol FIn £ 447 (Chinese)
64b. BAR~OERII[—InumlFleL V< 5 TTH, (Japanese)

65a. HAPLHE, [—Inoml MM ePEIn LFE £ D A ? (Chinese)
65b. =@ a— 2 E[—numlZ T Al IATE 2y, (Japanese)

66a. fRAE—AH, WRFENAFZL B[ Ivoml Mol BN, B2 BT LKA,
(Chinese)

66b H L—AH &[—InomlElcL TOER L TR L, FARICHEEREL 2250
MANZTH I B A, (Japanese)

Notice that in all four pairs of sentences, the Japanese sentences contain kind
classifiers which are used anaphorically without any referent being counted by it.
The kind classifier in each of the Japanese sentences carries very specific
information about the omitted referent. The Japanese classifier in the source
text carries most of the information carried by the referent in the target text. To
put it in another way, the Japanese classifier in the source text is so specific such
that its omitted referent cannot possibly be anything other than the referent
explicitly given in the target text. To illustrate, the domain of the Japanese
classifier /% in sentence 66b contain only questions, the referent of the Chinese
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target text 66a. The Japanese classifier /Z7 can be analyzed as a full noun and
a contracted from of its referent. This would mean that the Japanese sentence
would receive the following analysis where the full noun becomes countable and
an absent classifier, denoted by a 0, is used.

67 %) l/_‘}\ngf) <1_’ [—‘]NUM[O]CL[F&]N ?OEF’EH LTfC 6 N &AJfOCG:ﬁ$7ZPE < 7;0@ Z)
MR ZTHI BA, (Japanese)

Both sentence 64b and 65b can be analyzed in a similar manner such that the
classifier = (word) in 64b and 7 > % (class) in 65b are both analyzed as full
nouns used with an absent classifier.

Among 229 cases where a Japanese (specific) classifier in the source text is
replaced by a Chinese default classifier, we cannot identify the referent of the
Japanese specific classifier in 133 cases (58%). We can, however, identify
the referent for all except one of the Chinese sentences containing a Chinese
default classifier.

In 294 cases where the Japanese default classifier in the source text is
replaced by a Chinese (specific) classifier in the target text, as illustrated below:

68a. HARADBMHEIXIZEE A EDANIXI —]NUM[O]CL[O)]ADN[{&\&]N THBIIRTAHET
< o, (Japanese)
68b. JLFHrH M ABRREZE—Inm K Jell 2 Al In TAE. (Chinese)

The referent of the Japanese default classifier cannot be identified in 56 (19%) of
the cases. As for the Chinese sentences containing specific classifiers, only 31
(10.5%) of them are found to leave off the referents.

Although we may have to further verify these figures, we get from these
figures the impression that the use of a specific classifier without a referent is
more common in Japanese and it may be a significant difference between
Chinese and Japanese of the same register in the use of classifiers. More
examples of using a Japanese specific classifier without a referent in the source
text and explicitly mentioning the referent in the target text are given in the
following:
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69a. BAE[M Inum[ 25 lcL TN I ET T . (Chinese)
69b. [Zlnum[ T leL i & T4, (Japanese)

70a. —EHEIBED, mA¥, H—EEA|nomlFlclEn MIE? (Chinese)
70b. AETIToTEBDL ZAREICERLED o3 [ nvm[XHEl]eL V& 72 X
VY, (Japanese)

It is found that two constructions in the Chinese target text are problematic.
One such construction is the absent classifier partitive construction, illustrated by
sentence 71a:

71a.
[Rlcop [FmBl/REHrilfkIne [FT]aon  [H =] [Z]aon [Inum
Is the Alps ADN  highest mountain ADN 1

"It is one of the highest mountains of the Alps.”

Such construction expresses a partitive relation between the noun preceding
the adnominal marker and the numeral-absent classifier combination. The
“absent classifier construction is also found in Korean. Paik and Bond (2001)
gives the following example:

72.

ol  wkeel= st shte o
This town-LOC school-NOM one-even has-not
“This town does not have a single school.”

This example given by Paik and Bond (2001) is a negative sentence.
Apparently there is a relation between the omission of the classifier and the
negation of the numeral in this example. But the omission in sentence 71a
appears to be the result of a stylistic decision.

711 ST A 52 37 LB [ o o[ 8 B e
[Elcop [ L B /R 40l Horfy [laon [“Inum Moo [E=E]N

JikInp
Is the Alps Among ADN 1 CL Highest
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Mountain
"It is one of the highest mountains of the Alps.”

We can add back the classifier, as shown in 71b and end up with a sentence
bearing the same meaning as 71a.

Another problematic construction is the absent numeral construction,
illustrated by sentence 73a:

73a. BAE[HTEN I, (Chinese)
73b. [FINZ los[—Inum[PleL BEEB LE L & 5, (Japanese)

Such construction is used only when the quantity of the referent is equal to
one, represented as — in the source text 73b, and this quantity is not considered
important in the discourse.

The constructions exemplified in 71 and 73 are problematic because omitting
either the classifier or numeral in the Chinese target text would make it difficult to
find a starting point for us to analyze its syntactic structure and look for the
referent of any classifier contained.

4.4 Referent-Classifier Pair Comparison

The subtask of referent-classifier pair comparison is about comparing the
referent-classifier pairs found in the corpus with the output of the algorithm for
generating classifiers by using semantic classes mentioned in Bond and Paik
(2000). The algorithm is reproduced in figure 5, with the pseudo codes for
handling coordinate noun phrase deleted.
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Figure 5 Bond and Paik (2000)’s algorithm for generating classifiers

(1) If the head noun has a default classifier in the lexicon:

use the noun’s default classifier

(2) Else if it exists, use the default classifier of the head noun’s most salient
semantic class (the class’s default classifier)

(8) Else use the residual classifier

441 Method

The extracted Japanese sentences are then read one by one by a program
which extracts the ID number of each sentence, the referents in each of the
sentences and the classifier used with each of the referents. Then we find in
the files in which the extracted Chinese and Korean sentences are stored
Chinese sentences and Korean sentences with the same ID numbers as those
Japanese sentences. For each of the referent extracted from a Japanese
sentence, the Korean classifier used in a Korean sentence from E-Korean with
the same ID number as the Japanese sentence, the Korean classifier used in a
Korean sentence from J-Korean with the same ID number as the Japanese
sentence and the Chinese classifier used in a Chinese sentence with the same
ID number as the Japanese sentence are extracted. So now we have the
Chinese, Japanese and Korean classifiers used with every entity denoted by
every referent in every Japanese sentence. Notice that the entity denoted by
the referent in a Japanese sentence is the same as the entity denoted by the
referent in the Chinese sentence bearing the same ID number and the entity
denoted by the referent in the Korean sentences bearing the same ID number.
For every entity, the number of times of every classifier used with it is counted.
And for each language, the classifier most frequently used with every entity is
obtained by looking at the counts. The list of classifiers used with every entity,
the Chinese classifier most frequently used with it, the Japanese classifier most
frequently used with it and the Korean classifier most frequently used with it is
paired with the results produced by Bond and Paik (2000)'s algorithm for
generating classifiers using semantics classes. The results produced by Bond
and Paik (2000) is given as a word list for my program to match every entity
denoted by the referents of all sentences extracted from the corpora with the
nouns in the word list. For every noun found in the word list, the list of
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classifiers found to be possible for being used with every entity, the Chinese
classifier found to be most frequently used with it, the Japanese classifier found
to be most frequently used with it and the Korean classifier found to be most
frequently used with it are extracted together with the noun.

After pairing what is extracted from the corpora for an entity with what is
extracted from the word list that gives Bond and Paik’s results for the same entity,
the classifier found to be used most frequently with the entity in each language is
compared with the classifier found to be most frequently used with the entity by
Bond and Paik using semantic classes. And we take down the number of
cases in which the classifier most frequently used is different from the classifier
found to be most frequently used by Bond and Paik’s algorithm for generating
classifiers using semantic classes.

Figure 6 gives the algorithm described above:

Figure 6 Algorithm for pairing exiracted referent-classifier pairs with
Bond and Paik’s results

(1) For every extracted sentence in every file outputed by the sorting program
(a) For each fragment of a Japanese sentence containing a classifier
(i) If the referent has been identified:
add one to the counter for storing the total number of
referents found in the BTEC corpus (counter 1).
get the ID number
use the ID number to search for a Chinese sentence
from the exiracted Chinese sentences (output of
match_cj.pl) and two Korean sentences from the
extracted Korean sentences, one for each of the Korean
corpora (output of match_jk.pl)
(—) For each of the extracted sentences (one Chinese
sentence, one Japanese sentence, two Korean
sentence)
get the extracted classifier
() If the counter for counting the frequency
(value of the counter) of using the classifier
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(2) For every referent

(level two key of the counter) with the referent
(level one key of the counter) is undefined:
define the counter

(\») Else add one to the counter.

(a) For every language
(i) For every counter created in (1.a.i.—.%)

(—) If a store for saving the counts of the most frequently
used classifier and a store for saving the orthography of
the most frequently used classifier are undefined:

define the two stores.

() Else if the value of the counter > the value of the
store that saves the counts of the most frequently used
classifier:

assign the level two key of the counter to the value of the
store for saving the orthography of the most frequently
used classifier.

assign the value of the counter to the store for saving the
counts of the most frequently used classifier

(=) Else if the value of the counter = the value of the
store that saves the counts of the most frequently used
classifier:

concatenate the level two key of the counter with the
value of the store for saving the orthography of the most
frequently used classifier.

(b) If the referent is found in the output of the algorithm proposed by
Bond and Paik (2000):
add one to the counter for storing the total number of referents found in
the output generated by the algorithm proposed by Bond and Paik
(2000) (counter 2).
(i) If the classifier given as the most frequently used Japanese
classifier for the referent in the output of Bond and Paik (2000) is
different from the value of the store for saving the orthography of
the most frequently used Japanese classifier:
add one to the counter for storing the number of cases in which
the classifier found by Bond and Paik (2000)’'s algorithm for
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generating classifiers using semantic classes to be most
frequently used Japanese classifier for a referent is different
from the corpus data (counter 3)

(i If the classifier given as the most frequently used Korean
classifier for the referent in the output of Bond and Paik (2000) is
different from the value of the store for saving the orthography of
the most frequently used Korean classifier:

add one to the counter for storing the number of cases in which
the classifier found by Bond and Paik (2000)'s algorithm for
generating classifiers using semantic classes to be the most
frequently used Korean classifier for a referent is different from
the corpus data (counter 4)

(i) If the classifier given as the most frequently used Chinese
classifier for the referent in the output of Bond and Paik (2000) is
different from the value of the store for saving the orthography of
the most frequently used Chinese classifier:

add one to the counter for storing the number of cases in which
the classifier found by Bond and Paik (2000)’'s algorithm for
generating classifiers using semantic classes to be the most
frequently used Chinese classifier for a referent is different from
the corpus data (counter 5)

4.4.2 Resu‘lts

The algorithm described in figure 6 gives us the following statistics.

Table 24 Comparing uses of classifiers in the corpora and the results of

Bond and Paik’s algorithm (Part 1)

KIND | SHAPE | MEASURE | TAXONOMIC | GROUP
Counter 1 174 296 298 16 9
Counter 2 142 194 251 13 8
Counter 2/ Counter 1 | 81.6% | 65.5% 84.2% 81.5% | 88.8%
Counter 3 111 147 251 13 8
Counter 3 [Counter 2 | 78.2% | 75.8% 100% 100% 100%
Counter 4 115 150 248 13 7
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Counter4 /Counter2 | 80% | 77.3% 98.8% 100% | 87.5%

Counter 5 104 155 245 13 8

Counter 5 [ Counter 2 | 73.2% | 79.9% 97.6% 100% 100%

Table 25 Comparing uses of classifier in the corpora and the results of
Bond and Paik’s algorithm (Part 2)

CONTAINER | ARRANGEMET | EVENT | TEMPORAL | PORTION
Counter 1 105 3 201 423 101
Counter 2 78 1 132 304 73
Counter 2 74.3% 33.3% | 65.7% 71.9% 72.3%
Counter 1
Counter 3 58 1 117 304 73
Counter 3 74.4% 100% | 88.6% 100% 100%
Counter 2
Counter 4 64 1 126 298 71
Counter 4 82.1% 100% | 95.5% 98% 97.3%
Counter 2
Counter 5 65 1 107 285 67
Counter 5 83.3% 100% | 81.1% 93.8% 91.8%
Counter 2

4.4.3 Discussion

The statistics given in table 24 and 25 do not serve our purpose of verifying

the results generated by Bond and Paik (2000) by comparing it with corpus data.
The difference between the corpus data and Bond and Paik’s result has little to
do with the accuracy of Bond and Paik’s results of generating classifiers using
semantic classes. We have problems with dealing with several types of
constructions, which we have mentioned before. For example, temporal
expressions are frequently identified as the referents of classifiers because
temporal expressions are tagged as nouns and they fill positions filled by the
referent of a classifier, as illustrated by sentence 42. We cannot find matches
between the referent-classifier pairs extracted from the corpora and Bond and
Paik’s results not only because of these problematic constructions, which we
would not repeat again, but also because of several other factors.
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First, Bond and Paik’s algorithm is meant to apply to kind classifiers and shape
classifiers mainly. According to their typology, these two types are under a

super-type sortal.

Sortal classifiers and container classifiers count their

referents as object units in a specific manner, as show in table 26:

Table 26 Japanese classifiers that count their referents as object units

REFERENT CLASSIFIER TYPE
FRATHS B Kind
Va4 EH Shape
A R F— 7N Container

Classifiers that count other aspects of their referents are not included in the
referent-classifier pairs given by Bond and Paik (2000). This can be shown by
table 27:

Table 27 Cases where the results produced by Bond and Paik is different
from the corpus data

Source Referent Classifier Type Quantification
BTEC aA NV Measure Value
B+G aA v Shape Object Unit
BTEC [ FEAR Taxonomic Type
B+G [ SV & Shape Object Unit
BTEC FLrrv B R Group Group _
B+G FrY A Shape Object Unit
BTEC HIU KL4y Portion Portion
B+G TV 1 Kind Object Unit
BTEC H5& H Temporal Time
B+G HaE (] Event Object Unit

B + G: the results produced by Bond and Paik (2000)’s algorithm using semantic
classes from the ontology provided by Goi-Taikei

This explains why we can find some matches between the results produced by
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Bond and Paik (2000) and the data extracted from the corpora for referents
counted by Japanese kind classifiers, shape classifiers and container classifiers
in the corpus but we find almost no match between the results produced by Bond
and Paik (2000) and the data extracted from the corpora for referents counted by
Japanese measure classifiers, taxonomic classifiers, portion classifiers and

temporal classifiers.

Another factor that accounts for the small number of matches found is the
difference between the sense of a word found in a referent-classifier pair given
by Bond and Paik (2000) and the sense of the same word found in the Japanese

corpus.

Table 28 Words used in Bond and Paik with senses different from the

senses in which they are used in the BTEC corpus

SOURCE REFERENT SENSE CLASSIFIER
BTEC FATHE Flight I
B+G FRATHEE Plane =)
BTEC A=/ 4NN Program Guide i
B+G A=A Program 2
BTEC Ty AN TA First-class seats | J#
B+G Ty AT T A First-class None
BTEC Ty Orange - 5|
B+G V% Orange Juice N
BTEC BERIE Sleeper Ticket #
B+G Ba Sleeper 5
BTEC VA Twin room =
B+G VA Twin brothers A

Finally, there are some referent-classifier pairs produced

by Bond and Paik

(2000)’s algorithm using semantics classes which may be unacceptable.
These pairs are given in table 29:
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Table 29 Possibly unacceptable referent-classifier pairs produced by Bond
and Paik using semantic classes

REFERENT SENSE CLASSIFIER LANGUAGE
Frome XN — Cheeseburger 75 Japanese
INY IS — Hamburger 75 Japanese
Ky bRy 7 Hotdog e Japanese
AR Film =) Japanese
B Car & Japanese
Bt Shoes = Chinese

P A X Size /N Chinese

f& Flight He Chinese
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5. Conclusion

In this paper, we have presented our analysis of numeral classifiers extracted
from Japanese, Korean, and Chinese corpora. We have compared how
numeral classifiers are matched with their referents in our corpora with the
results produced by the algorithm given in Bond and Paik (2000) for generating
classifiers using semantic classes from an ontology provided by the Goi-Taikei.

First of all, we have typed each of the Japanese classifiers found in the

Japanese corpus according to the categorization used in Bond (2001) and Bond
and Paik (2004). We divide the numeral classifiers into ten types and also
count the frequency for multi-type Japanese classifiers to be assigned to each of
its possible types and the number of Japanese sentences containing a certain
type of classifiers. Such information will be useful for developing statistics
model for the same purpose. But we believe the significance of our work lies in
providing a test bed for the typology. We have shown that classifying the
classifiers according to the typology proves to be useful for analyzing the
problems we encounter when translating Japanese classifiers. We believe that
we can use the typology to design more powerful algorithms that match the
semantic class of a referent to the type of a Japanese classifier for constructing
semantics of or parsing Japanese sentences containing classifiers.

We have pointed out a number of problematic syntactic structures that prevent
us from identifying the correct referent of a classifier found in a Japanese
sentence. They include temporal expressions filling the position of the referent
in a predicative construction, the possessive construction, the absent referent
construction and noun phrases pre-modified by adjectival nouns. We believe
that they are loopholes that future work on constructing semantics of or parsing
Japanese sentences containing classifiers must take note of.

We have also obtained a list of the Korean classifiers used in sentences taken
from each of the Korean corpora for translating the Japanese sentences
containing classifiers in the Japanese corpus. The number of classifier tokens
and unique classifiers found in each of the Korean corpora is obtained in the
course of this work. These figures and the lists of Korean classifiers will be
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useful for examining the quality of the Korean translation.

The most important finding of our work is the tables that encode the relation
between Chinese classifiers and Japanese classifiers. We aim to make these
tables exhaustive, although we may have left out a few pairs because of bugs in
our programs. We have made some attempts at theorizing the relations. An
important observation that we have made is that the classifier used in the source
text can be of a type different from that of the classifier used in the target text.
Looking at the list of referents taken by the default classifier(s) of each of the
languages, we also come to be aware that the gaps left by the specific classifiers
for the default classifiers to fill in can be very different in each of the languages.
In addition, we get the impression that Japanese is more likely to use a specific
classifier without a referent whereas the Chinese equivalent for sentences
constructed this way would very likely involve the use of the default classifier
with a referent. Another interesting difference we have found between the two
languages is that Japanese has a compound classifier construction which has
no equivalent in Chinese.

Like Japanese, Chinese also gets some problematic constructions that
prevent us from effectively analyzing sentences containing classifiers. Two
such constructions are the absent numeral construction and the absent classifier
construction. We have given a description of them.

After a comparison of the data extracted from the corpora with the results
generated by Bond and Paik (2000), using semantic classes from an ontology
provided by Goi-Taikei, we suggest several factors that explain why such
comparison is not appropriate. One such factor is, needless to say, the many
problematic constructions mentioned in this paper that have prevented us from
identifying the correct referents for a number of classifiers. Another factor is
that Bond and Paik’s algorithm is built for generating sortal classifiers but not all
types of classifiers. A third factor is a small number of possibly unacceptable
referent-classifier pairs (Bond and Paik (2000)). The last factor is the difference
between a referent-classifier pair extracted from the corpora and a
referent-classifier pair from Bond and Paik (2000) in the sense that the referent
is used. Such difference is due to the polysemies as shown in table 28 and this
is likely to be attributed to the characteristics of travel dialogues. For example,
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counting flights is more likely than counting planes in travel situation. This
points to the possibility of using some statistical word sense disambiguation
technigues for resolving the referent of a classifier.

For further work, we suggest analyzing classifier constructions using statistical

method based on the data produced here and applying word sense
disambiguation techniques to the referents.
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