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GLOSSARY 

ASJ: Acoustic Society of Japan. 

ASR: Automatic Speech recognition. 

ATR: Advanced Telecommunications Research Institute International 

CCG: Cross-Correlogram 

CLIPS: Communication Langagiere et Interaction Personne-systeme 
(communication through language and human-machine interaction): French 
laboratory based in Grenoble and working in collaboration with ATR for the℃ -Star 
project phase Ill" on the research topic of Automatic Speech Translation. 

ENSERG: Ecole Nationale Superieure d'Electronique et de Radioelectricite de 
Grenoble. 

ICASSP: International Conference on Acoustics, Speech and Signal Processing: 
This is a major conference on speech processing. It is held every year and groups 
researchers from all over the world. 

ICSLP: International Conference on Spoken Language processing: it's another 
major speech processing conference where many researchers present their state of 
the art achievements and work. 

LP: Linear Prediction. 

SL T: Spoken Language Translation Research Laboratories. 

SIR: Signal to Interference Ratio 

SNR: Signal to Noise Ratio 
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ABSTRACT 

This document will present the researches I conducted in ATR during my five months 
internship. A Direction of Arrival (DOA) Estimator was studied. First, I studied a To estimate sound 
source locations or the directions of arrival (DOA) with precision, a high-resolution time-delay 
estimator which can handle fractional sample delay is needed. I then studied an inter-channel, linear 
prediction based t血e-delayestimator using a microphone array. The resultant linear prediction filter 
is an interpolator estimated by minimizing the iI1ter-channel prediction error squares. 
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INTRODUCTION 

State-of-the-art speech recognition systems are known to perform reasonably well when the 
speech signals are captured in a noise-free environment using a close-talking microphone. Many 
commercial applications have spread in tl1e market for variety of uses. The demand for such systems 
would increase with the decrease of the error rate of these systems. However, many of the 
applications in this field do not take place in noise-free environments. Furthermore, a close-talking 
microphone is often not suitable in many of the possible applications. So as the distance between the 
speech source and the microphone gets longer, the signal is increasingly corrupted by background 
noises and reverberation effects so that the recognition accuracy. And for some situations the 
location can't be changed easily such as in the case of meeting rooms. 

An interesting solution for this problem is the use of multiple microphones to capture the 
speech signal. Microphone arrays record the speech signal s血ultaneouslyover a number of 
spatially separated channels. Many array-signal-processing techniques have been developed to 
combine the signals in the array to achieve a substantial improvement in the signal-to-noise ratio 
(SNR) of the output signal. 

Currently, microphone array-based speech recognition is performed in two independent 
stages: array processing and recognition. Array-processing algoritllills, typically designed for speech 
enhancement, process the captured waveforms and the output waveforms are passed to the speech 
recognition system. 

The goal of this work is to focus on the speech enhancement part of the array-processing 
algorithms. The speech enhancement part can itself be divided in two different stages: the 
localization of the source and then the application of the beamforming algorithms. In this review, 
we'll just concentrate on the localization algorithms of the speech source. Actually, the more 
accurate the localization finder algorithm will be, the better performance for the beamforming 
algorithms we can expect. 
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BACKGROUND 

In microphone array signal processing, a h~gh resolution DOA estimation is often desired for 
directional beamforming. The temporal resolution of a beamformer is, in general, limited by the 
s amp ling fre quency : the co arse samp lin g interval o f a lo w s amp l・叩gfre quenc y may not b e adequate 
to resolve a fractional sample time delay [1]. As a result, trad1t1onal methods of DOA estimates 
usually use higher sampling frequency (i.e. higher than the Nyquist rate) to improve the time delay 
estimates (e.g. Cross-correlogram technique [2] & [3]) or they need some extra prerequisite such as 
the number of sources for achieving a higher temporal resolution (e.g., the MUSIC algorithm [ 4 ]). 

d ........................... 
Micro I Micro 2 

Figure 1: Representation of the problem (2 microphones case) 

Under a far-field assumption, the incident signals from a sound source are considered as plane 
waves and the signal samples at the two microphones are: 

｛州t)= s(t) + n 1 (t) 

X2 (t) = s(tーロ）+ ll2 (t) 

where x1 (t) and x2 (t) are the two received microphone signal samples from the sound source, s(t), at 
time t , the arrival time difference between them is o and two independent measurement noise 
s皿 ples,n1 (t) and 112 (t), are linearly added to the received source signals. Here, we simplify the 
problem by assuming that there is no attenuation or multi-path transmissions between the source and 
the two microphones but in general, the following proposed algorithm can still be applied but with 
different estimation accuracy if the environment is highly reverberant. 

We want to estimate the delay, which in tum is used for estimatiI1g the DOA of the sound source, 
0, which is given as: 

0 = arcsin(デ
where c and d are the sound velocity and the spacing between the two microphones. According to 
the above expression the estimate of 0 is non-linearly dependent on the time delay estimate through 
the arcsin function. 
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OBJECTIVE 

My objective as I presented this in the previous part is to estimate the Direction of Arrival 
(DoA) of the speech signal with precision. The goal is to obtain enough accuracy to appl_y 
beamforming techniques afterwards. As I explained in the previous paragraph, the sampling rate 1s 
very important for the accuracy of the sampling rate. However, the computation time and the real 
time needed in many ASR ap~lications imply the use oflower sampling rate. 

fu this study, the obJective is to find an high resolution DoA estimator based on low 
frequency sampling rate. Thus, a Linear Prediction based algorithm was studied. The experiments 
conducted a血edto compare the new algorithm with a baseline one (the Cross-Correlogram) and 
then to test this algorithm in different SNR conditions : simulated and real conditions. A comparative 
study of the different parameters influent in the algorithm was also carried out such as the LP filter 
length, the parameters i11fluencing the accuracy of the estimation. 
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BASELINE -CROSS CORRELOGRAM TECHNIQUES 

Generalities 

Consider the signals picked up by two microphones i and}, which belong to a microphone 

array. Let these signals be named x1 (n) and x2 (n). The cross-correlation between the two signals is 

defmed as: 

Rふxi=E[x/n-r)x1(n)] 

The operator E[f(n)] is called the expected value off(n) and for an observation window of N 
samples off(n) , an estimate of the expected value can be written as 

1 
E[f(n)] =一

N 

N 

L1u) 
i=l 

Consider the signals arriving at two microphones with a delay of口samplesbetween 
them 

{ x1 (k) = s(k) + n1 (k) 
x2 (k) = s(kーロ）+ ll2 (k) 

The term n; (k) represents noise at the microphones. The Fourier transforms of these 

microphone signals can be expressed as 

｛ふ(w)= S(w) + N1 (w) 

ふ(w)= S(w)e―jwバ凡(w)

Thus the cross power spectral density with no pre-filtering is given by 

叫 X2(w) =ふ(w)巧(w)

= S(w)S* (w)e―Jwo +S(w)N;(w)+S*(w)N1 (w)e―Jwo + N1 (w)N2 (w) 

The term S(w)ぶ(w)in the previous equation can be replaced by① ss which represents the power 

spectral density of the source signal. Thus we have : 

叫X2(w) =叱8(w)e―Jw5+ S(w)心(w)+ゞ (w)N1(w)e―Jw5 + N1 (w)N2 (w) 

Since the noise signals are assumed to be uncorrelated with the signal and each other, the 
last three terms do not contribute towards the cross-correlation computation, which is an inverse 

Fourier transform operation. 
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R岳x2(r)=F―1[<1>ss (w)e―jw5] 

= Rss(r-<5) 

Thus we find that the cross-correlation function is just the incident signal's autocorrelation centered 

at delay a. Ideally we would have liked the cross-correlation function to be a delta function at a so 
that the peak can be easily picked out. In reality, the auto-correlation of the incident signal ends up 
spreading the cross-correlation function around tl1e delay口．

R岳x2(r) =R88(T)* La;5(tーふ）

=L応 c/ーふ）

This will result in peaks in the cross-correlation function at each delay. If the delays are very close 
to each other and if the spread in the signal auto-correlation is very large, then the peaks may merge 
thus decreasing the resolution of the estimate. 

Implementation 
I've implemented a Cross-Correlogram (CCG) based DoA estimator on Matlab environment. At 

frrst, I used a sub-band Cross-Correlogram based estimator. 
The diagram flow of the program is as follow: 

Variables Initialisation 
⇒ distance between the microphones, 

sampling frequency, number of 
micronhones .... 

Loading signal samples 

Artificially delayed the sample on the 
different channe]s 

Cross-Correlogram Process 

Gammatone Filterbanks 

Delaying the channels samples 

CCG computing and plotting 

Peaks Finder and ITD estimate 

DoA Estimation 

Figure 2: Diagram Flow of the CCG algorithm 
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Below, an example of the kind of Graph, we can obtain with the previous progr皿：

Binaural correlogram 
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Figure 3: 2D representation ofCCG segmented in sub-bands 

The white stars on the previous figure show tl1e global max血ain each subbands, wheras the white 
crosses show the local maxima, The alignment of the maximas show the probable Do A of the 
speech source on the previous figure. Below the same kind of figure on a 3D plot 

Figure 4: 3D representation of CCG segmented in sub-bands 

According to the previous diagram flow, the cross-correlation product we'll be computed in each 
sub-bands in order to find the cross-correlation peaks in each sub band and its related DoA. 
In the following of this report, our baseline is the previous cross-correlation techniques in full band. 
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LINEAR PREDICTION 

Generalities: 

Linear Prediction (LP) is proposed here to estimate the time delay. A block ofreceived samples, 
typically in a 30 ms window, is used for formulating the prediction equations of LP. 

Considering.an N-sample window, the matrix equation is used to predict the signal勺ofthe first 
channel, from舟 ofthe second channel or vice versa, as: 

亮(~)

巧 (~+1)

x2(N+~) 

X2 

巧(-~)

巧 (-~+1)

巧 (N-.1) 

11 h_li I I凸(0)

I I 

h。

h△ い(ヽ N ) 」
'-y----' 

h XI 

The block data matrixX2 is Toeplitz. The productX証isan estimate of i with a filter h, which 
is an "interpolation" or "smoothing" filter of length (2 L'i + 1). If we define the error vector e as: 

e = x1 -X孤
its power is then: 

l=e信
T 

where is the transpose operator. 
The Least Squares (LS) solution is obtained by setting the gradient of J with respect to h to zero and 
the "normal equation" is then solved as : 

8J 
----:::;-=0⇒ h = (xrx2)―I・(X試）
随

The length parameter L¥ is chosen to be long enough to cover the full range of possible time delay 
between two channels, i.e., 

~~ 
d・fs 

C 

where fs is the sampling frequency. 
The LP par皿 etersare then processed through an interpolation function for example, a sinc 

function, to find the est血atedtime delay which can be of non-integer sampling periods between the 
two microphones. The delay which yields the largest ma詞tudeof the "continuous" interpolated 
filter is our estimated t血edelay. An edge effect usually happens for large DOA angles, where the 
coefficients can become higl1ly asymmetrical, leading to larger errors in the interpolated filter for 
estimating the maximum magi1itude. The problem can be alleviated by repositioning the LP 
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equations to make the "interpolator" essentially symmetrical again. 

Implementation: 
I've implemented the previous algorithm on Matlab. 

The diagram Flow of the algorithm is quite similar to those from the CCG algorithm. 

Variables Initialisation 
⇒ distance between the microphones, 

sampling frequency, number of 
micron hones. __● 

Loading signal samples 

Artificially delayed the sample on the 
different channels 

Linear Prediction Process 

Delaying the channels samples 

LP filter computing 

I Double-sided ? 

I Recentering? 

Peaks Finder and ITD estimate 

DoA Estimation 

Figure 5: Diagram Flow of the LP algorithm 
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EXPERIMENTS 

Simulation Experiments 

Experimental Setup 

Speech utterances of connected digit strings in the Aurora 2 database [5] were used in our 
experiments. Assuming the incomi11g speech signals are plane waves, we s血 ulatedthe signals 
received by the two microphones using computer. The simulated data was then used to estimate the 
time delay. fu the two first experiments, two i11dependent machine generated white noises were 
added digitally at the two microphones to the speech signals. Also, different noise samples in Aurora 
2 database including: street noise, train noise, airport noise, etc. were used. 

Below a representation of the waveform of a connected digits: 

6000 

5000 

-4000 

2000 3000 4000 5000 6000 7000 8000 

Figure 6: Connected digits Waveform 

Per_formance of the Linear Prediction 

Speech samples often digits were used in our first experiment where only background (silence) 
frames were edited out. Noises were added to the speech~ignals at the two receiving microphones. 
They were machine generated, independent random Gaussian samples. The SNR was set at 20dB. A 
LP filter of 13 coefficients (Ll=6) was used. The baseliI1e algorithm for comparison is the cross-
correlogram technique [2-3]. . 
The results of the first expenment are shown in Fig.I. The performance of the baseline is much 
poorer than that of the proposed LP appro叫ch.This lack of precision of the baseline, especially at 
higher DOA angles, is due to the low samplmg frequency used (8kHz). 
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Figure 7: LP filter vs CCG performances 

E_[(ects o_(the LP order (2L1+]) 

In this experiment, independent white noises on each channel were used to estimate the 
influence of the filter length parameter L¥ in the algorithm. In Fig. 2, filters with different lengths 
from 13 to 29, were tested. The higher L¥ is, the lower the LP error power and the DOA estimation 
error is. 
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Figure 8: LP filter order influence 

In the following experiments, the LP filter order chosen will be equal to 13. 
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3.3 Robustness of t~e LP method 
In the third expenment, the robustness of the algorithm against different types of noise as 

interference was tested at various Signal-to-Interference Ratios (SIRs). Real noise samples from the 
Aurora 2 database are used. At different SIRs from 20dB to OdB were used in this experiment. The 
DOA of the noise interference is fIXed at 50 degrees from the center to the left (counterclockwise) 
whereas the speech source's DOA varies from O to 90 degrees from the center to the right 
(clockwise). The results of this experiment are shown in Fig.3. At high (20dB) to low (lOdB) SIRs, 
the LP algorithm perfonns very well. But at an even lower SIR of 5dB, larger DOA errors start to 
appear. 
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Figure 9: Robustness of LP algorithm 

19 



Real Environment Experiments: 

Experimental Setup 

Figure I 0: Experimental setup for real environment experiment 

The objective of this experiment was to test the algorithm in a real environment room with 
reverberation and some background noises (air conditioner noise) and also to get the impulse 
response of the room in order to prepare others simulations results with different reverberation time. 
In order to realize tl1ese experiments, we used a DAT player/recorder, a 2-microphone array with a 
spacing equal to 20cm between the two microphones. The sampling rate for the recording and tl1e 
playback is 48kHz. 
So, on the figure below, we can see the signal used as desired signal: 

2
 

。
-1 

,2 

-3 

ーが．―――--- 一-'-— -
0 1 

0 '  - -- ,_ 

2 3 ー---'--―----
4 」----—- --5 6 

----8 9 
ぶ

X 10― 

Figure 11: Playback signal for real environment experiment 
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The first part of the signal is a variable sine wave signal 

X 104 

2
 

-1 

-2 

3
 

4
 0.95 1-05 1.1 1.15 1-2 1-25 1-3 

• 1o' 

Figure 12: Variable Sine Wave signal 

The method for computing the impulse response of the room is given in Annexe 2 

The other parts of the signal used are respectively a self-recorded vowel "ehhhhh", connected digits 
from Aurora 2 database, airport noise from Aurora 2 database and a machine generated white noise. 

Unfortunately, the low value of the SNR during this recording session, the data were processed 
through叩 highpass filter before being processed through the Linear Prediction Algorithm : only 
the frequencies above 200 Hz are kept. 
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Experimental Results 

On the figure below, are the results of the experiments with a Do A of O degree (Speaker in Front of 
the 2 microphones) 

DoA 
Estimation 

80 

60 

40 

20 

-20 

-40 

-60 

-BO 

-100 

ー1200 20 40 60 80 100 120 140 160 1ao 200 #Frames 

Figure 13: Do A estimation in real condition with a Odegree Do A 

This results chow a quite good accuracy of the LP algorithm over the frames. Some fr皿 esare 
corrupted with correlated noises, which are the reasons why there are this quit important error in the 
estimation of the direction of arrival. 

On the next figure, we can observe the evolution of the coefficients of the LP filter over the time (at 
each 30ms windows) for a 30degrees direction of Arrival. 
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Figure 14: Evolution of the coefficients values over the frames 

This figure just above just shows the evolution of the values of the LP filter's coefficients. We can 
see clearly that the desired source with the biggest peaks. But there are also some peaks with high 
values for other coefficients than the desired ones. These kind of secondary peaks are responsible 
for the error in the DoA estimation seen on the previous figure (figure 13). 
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FURTHER IMPROVEMENTS 

fu this section, I will stress tlrn points that could be improved if further work was done on this 
topic. 

As it has been shown in the previous paragraphs, the Linear Prediction est血 ationoffer good 
accuracy results for DoA and even for low SNR. However, tl1ere are still some features for the LP 
algorithm to be studied further : 

The tracking of a moving, i.e, computing the DOA of the speech source, which is moving 
over the time. 
The accuracy of the LP algorithm in reverberant conditions (partly checked with the 
exper血 entin real conditions) 
The case of Multi-microphones (>2), the number of microphones should increase the 
performance of the LP algorithm by reducing the DOA estimation error. 

Another enhancement of this algorithm would be the use of a LP-based DOA with robust voice-
activity detector (V AD) : This kind of system would allow to track only the speech source DOA and 
not those from the different background noises as seen in the previous exper血ents.

Fil1ally, another idea to be studied is the relatively little changes in the position of the source 
over the different measurement frames. The ideas would be then to use this little changes as a 
constraint. 
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GLOBAL CONCLUSION: OVERALL REVIEW 

As a global conclusion, I will that the work achieved was quite efficient since in comparison 
to the CCG based estimator, the LP based estimator showed good performances. 
Several features of this estimator were highlighted: 

The importance of the LP filter order: the longer the order is, the more accurate the 
predictor is. 
Robusts estimates are obtained even in low SNR cases. 

This internship was my first experience in the field ofresearch. It was a really exciting 
experience : I could meet and talk with researchers from all over the world, exchanging ideas. It was 
a very pleasant thiI1g for me to work in ATR and many people helped me during my stay. I hope I 
can come again to Japan and to ATR in the future. 
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Reverberation Time Measurements 

A Little Theory 
The reverberation t血eis defined as the time it takes for the sound level to decay by 60c!B after a sound source has been 

switched off. 
Rooms with small amounts of absorbing materials will have longer reverberation times than rooms with more absorbers. 
For normal rooms, with reasonable amounts of absorbers, the reverberation time is given by: 

T=0.16V/A 
in which Tis the reverberation time in seconds; Vis the room volume in cubic metres; A is the absorption of the room, 
measured in equivalent square metres open window (i.e. if the absorber has half the absorbing property as an open 

window, it should be used with half its surface area in the formula) and finally 0.16 is皿 empiricalconst皿 tdetermined 
by Wallace C. Sabine and published in 1898. 
This model c皿 notbe used in rooms with excessive amounts of absorbers, such as皿 echoicchambers. 

Measuring the Reverberation Time 
To measure the reverberation tillle you will need a sound source皿 dinstrumentation able to capture the sound decay. 
Theoretically, you have two options with respect to the sound source; impulse excitation or noise excitation. However, 
the ISO 140 Series of St皿 dardsrequire the use of noise excitation. It is important that the noise is broadbanded enough 
to cover the entire frequency r皿 geof interest. 
Although the reverberation t血eis defined as the time it takes for the sound to decay 60dB, this is seldom possible to 
measure. Imagil1e a room with a background noise level of55dB. To be able to measure a 60c!B decay tl1e noise source 
acoustical output level must then be typical more than 120c!B (55 + 60十叩other5dB distance to the background noise 
level), which is a requirement very hard to meet for practical systems. The frequency r皿 gerequired for field 
measurements is 100-3150Hz, but m皿 ymeasurements are now made up to 5 OOOHz which is the requirement for 
laboratory measurements. Optionally, you may extend the frequency r皿 gedownwards to 50Hz, which would make the 
requirement even tougher with respect to output levels. 
Instead ofmeasurillg the complete decay, we normally measure a 15, 20, 30 or40c!B decay which afterwards is 
extrapolated to 60c!B assumillg that the part of the decay that we used is representative for the entire decay. It is common 

practise to specify the decay used (T20, T30, etc.). 
One way of checki11g the consistency is by comparing e.g. T20皿 dT40. Any discrep皿 ciesbetween the two will 
normally originate from a non-linear decay (when plotted as a graph with a logarithmic level scale). All tl1e Norsonic 
building acoustics instrumentation currently available has this capability of presenting at least two ways of calulating the 

decay simult皿 eously.

① ③ 

• 
-60dB 

• ⑤
 

• • 
T60 

Case of the measurement time for T60 
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