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I. INTRODUCTION

Recent years have seen increased interest in human 
motion analysis, due to its importance in various 
real-world applications, such as in advanced man­
machine interface systems, visual communications 
(e.g. tele-conferencing) and virtual reality. Real— 
time 3D pose estimation of humans in video is a 
basic part'of many of these applications. The es­
timated pose data can be used to drive (animate) 
avatars in a visual communication environment, for 
example. 

A system currently under development at ATR­
MIC addresses this problem based on trinocular 
CCD cameras. This system, depicted below in Fig­
ure 1, is part of a cyberspace communication en­
vironment, wherein people can communicate with 
each other remotely by controlling 3D CG avatars 
in a common cyberspace. First, a silhouette of 
the human body is obtained via background differ­
encing and other lo-level morphological operations. 
The feature extraction module then locates certain 
salient features of the human silhouette, namely the 
centroid, head, feet, and hands. At most three1 2D 
points (one from each view) are thus obtained for 
each body part. Finally, the 3D position is com­
puted for each body part using the best two of its 
corresponding three 2D feature points, based on the 
triangulation method. The view selection module 
decides which two of the three points to use. 

The 2D feature extraction method used here is 
based solely on heuristic analysis of the silhouette 
contour. One obvious limitation of this approach 
is its sensitivity to segmentation errors. In real-life 
applications, where the segmentation process is of­
ten error prone due to the presence of clutter in the 
background, this can be a problem. Furthermore, 
contour analysis c狙mot handle self-occlusions of the 
human body. When body parts partially or totally 
occlude one another (in ce.rtain postures), it may 
not be possible to distinguish them just by looking 
at the silhouette. Previous computer vision work 
suggests two ways in which feature extraction can 
be made more robust: 

1The number is less than three if feature extraction fails 
on one or more of the views, such as when the feature is 
occluded. 
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Figure 1 - 3D Pose Estimation System Architecture 

1. Use of Frame-to-frame 2D tracking.
Here, by assuming that human body
motion is smooth (continuous), each
feature (body part) can be con­
strained to lie within a window not
'too far'from its location in the pre­
vious frame.

2. Use of apriori畑owledge about the
structure of the human body, and
the physical constraints on the posi­
tions and movement of the body parts.
W面le this approach is more promis­
ing, it requires massive computational
power.

This paper takes the first approach. We pro­
pose the dynamic model-based 2D feature tracking 

framework depicted in Figure 2. Here, heuristic con­
tour analysis of the silhouette is still used as the pri­
mary feature extraction mechanism, due to its sim­
plicity and fastness. However, an Arbitration mod­
ule is subsequently used to judge the goodness of its 
results, and whether they are consistent with those 
of the previous frame. This'arbitration' is done sep­
arately for each feature point. The Feature Search 
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module then locates any feature point for which 
contour analysis is deemed to have failed. In this 
module, some appearance-based matching scheme 
is used to search for the feature point within a win-
dow centered at that point's predicted location in 
the image. Finally, the predictive filter determines 
the location of each feature point in the next image 
frame, based on its location in previous frame(s). , 

Currently, we have only applied this血thodfor 
tracking hands, mainly because they are more prone 
to occlusion. However, the proposed framework is 
general enough to be extended to tracking other 
body parts. 
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Figure 2 -2D Tracking of Significant Points 

The rest of the paper is organized as follows. In 
Sections 1, 2 and 3, we discuss the implementation of 
the method's three main modules, namely the Ar-
bitration, Feature Search and Prediction modules. 
Section 4 gives the results obtained when testing the 
proposed method on video sequences in real time. 
Finally, Section 5 gives conclusions and future di-
rections for further improvement. 

II. ARBITRATION MODULE 

2D feature extraction via contour analysis is typ-
ically done by tracing the boundary points of the 
silhouette, and identifying points of m訟 imumcur-
vature. Thus it is a fast and simple. However, this 
simplicity is what causes such a method to be unre-
liable. The two obvious limitations are that it is sen-
sitive to segmentation errors, and does not work well 
when self-occlusion occurs. The Arbitration module 
essentially determines if the results of the contour 

analysis module are unreliable, based on the pre-
dieted position of the feature point (i.e. contextual 
knowledge), and a priori knowledge about the struc-
ture of the hmnan body. In the case of the hand 
point, it checks if any of the following conditions are 
true: 

• The point is outside the window centered at the 
hand point's predicted location in the image. 
The size (i.e. height and width) of the window 
are design parameters, that roughly correspond 
to the size of a typical hand. 

• The lateral distance between the predicted 
hand point and the head point is less than some 
threshold, indicating that the hand is too close 
to the body, and may be totally or partially 
occluded by the body. 

• The distance between the predicted hand point 
and the neck point is less than some threshold, 
indicating that the arm is bent (or bending) 
and may be confused with the elbow point in 
the contour analysis. 

III. FEATURE SEARCH MODULE 

The goal here is to. locate the feature point within 
a window in the image centered at the predicted lo-
cation for that point. This can be done via some 
appearance-based scheme, that matches known 
properties of the feature point within the search win-
dow. This approach requires an appearance descrip-
tion of the each feature point. 

In the case of the hand point, we first classify all 
pixels within the search window as skin or. non-skin 
pixels, then take the average of the skin pixels as 
the desired point. This method obviously has its 
limitations; It assumes the hand is bare, and is not 
always reliable since any skin classification is sen-
sitive to lighting and varies from person to person. 
A template matching scheme will generally not work 
any better, because the shape and appearance of the 
hand varies with its posture. 

IV. PREDICTION MODULE 

This module determines the location of a feature 
point in the next fr皿 e,based on its location in 
previous frames. To this end, we use a predictive 
filter, which has the effect of modeling (or approax-
imating) the trajectory of a feature point as an au-
toregressive process, i.e. a stochastic process whose 
current value is a linear combination of its previous 
values. The goal here is to minimize the prediction 
error, in order to incre邸 ethe robustness of the Fea— 
ture Search module. 
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A. Linear Predictive Filtering 

Predictive filtering is a stochastic modeling tool for 
predicting future values of a discrete-time stochastic 
process x(k)2 as a linear function of past samples of 

M 
that process, namely父(k)= I: Wix(k -i). Figure 

i=l 
3 shows the input and output of a typical predictive 
filter. Mis termed the order of the filter. Obviously, 
会(k)can be seen as an auto-regressive (AR} model 
approximation of the input process x(k). The filter 
weights w(k) are not known a priori, but are instead 
estimated on-line. The filter is thus able to change 
(adapt) its model to track variations in the input 
process. This is in fact a general property of a larger 
family of filters, known as adaptive linear filters. 
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Figure 3 -Block Diagram of a Predictive Filter 

At any time k, if an input value x(k) is available, 
the filter updates its weight vector w(k) based on 
the a priori prediction error, ~(k) = x(k) —x(k), 
and such that the a posteriori prediction error, 
e(k) = x(k)一父(k),is minimized (see Figure 4). 
This task is indeed a linear estimation problem. In 
tpe sequel, we discuss two linear recursive estimation 
methods for updating w(k); the Discrete Kalman 
Filter {DKF) and Recursive Least Squares (RLS). 
The main difference between the two is that in DKF 
w(k) is assumed to be a stochastic (time varying) 
process, while in RLS assumes it is assumed to be 
constant. 

B. Kalman Filter 

The discrete Kalman filter algorithm (see Figure 
5) estimates the state of a stochastic system as a 
weighted linear sum of the dynamic model-based 
prediction of its state咋(-),and a {noisy) measure-
ment of system output, z(k). This weighting is, in 
a nutshell, based on the relative magnitudes of the 
measurement and dynamic model noise. Assuming 
the dynamic and measurement models are driven by 
Gaussian white noise, the Kalman filter estimate, 
叫+),thus obtained is optimal in the minimum 
mean square (MMSE) sense. 

2Vectors and matrices will be herein denoted in bold face. 
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Figure 4 -Adaptive Updating of Weight Vector in 
Predictive Filter 

We apply this into our problem of estimat-
ing w(k) by letting w(k) be the state vec-
tor, x(k) the measurement, w(k) = IM w(k) 

M 
the dynamic (plant) equation叫皿dx(k) =I: 
（` 

i=l 

Wix k -~i) the measurement equation. Conse-
quently; the measurement matrix is given by: Hk = 
[ x(k -I) x(k -2) ... x(k -M) ] . Initializa— 
tion of the filter is done by setting w(O) = 0 and 
P(O) = E: ・IM, where c 1s some appropriate small 
scalar. The error covariance matrices of the dynamic 
model noise and measurement model noise (Qk and 
Rk respectively) c皿 beassumed const皿 t,i.e. in-
dependent of k, and specified similarly to P(O). 
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Figure 5 -Discrete Kalman Filter Algorithm 
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3The symbol IM denotes the identity matrix with order 
M. 
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C. Recursive Least Squares 

Consider the following scalar4 Least Squares (LS) 
estimation problem. Given n data s皿 ples:

M-1 

d(i) = w(nf u(i)三Lw(j)u(i -j) 
i=l..n j=O 

wew皿 tto determine the best fit w(n) that min-
imized the cost function: 

n 

((n) =区.xn-i(d(i)-w(nf u(i)) 
i=l 

where O <入 ~l. 入isthe forgetting parameter 
which determines the (exponential) rate at which old 
inputs are'forgotten'in the computation of w(n). 
入=1 signifies an infinite memory, 皿 d入<1 signi— 

fies finit-e memory. The optimal solution w(n) sat-
isfies the normal equations: 

lP'(n)w(n) = z(n) 
n 

where JP(n)三E入n-iu(i)u(i)Tis the correlation 
i=l 

n 
matrix of the input vector u(n), and z(n) =E 

i=l 
入n-iu(i)d(i)Tis the cross-correlation vector be-
tween u(i) and d(i). 
The RLS method is a recursive (i.e. non-batch) 
solution to the LS problem. It updates its estimate 
w(n) using one data sample at a time, as shown in 
Figure 6. The recursive solution is especially appro-
priate for when the data samples are not all available 
at the s紅netime. 
、 Theproblem of updating the filter weights vector 
w(n) can hence be posed as a LS estimation prob-
lem, by setting d(n) to the filter input x(n), and u(n) 
to the previous filter input x(n -1). Obviously this 
problem needs to be solved resursively (using RLS), 
since filter weights are to be updated whenever an 
input value x(n) is available. 

V. RESULTS AND DISCUSSION 

The proposed method was implemented using the 
Kalman filter algorithm to update the filter weights, 
and tested on video sequences in real-time. Shown 
below are the results of tracking the right hand. An 
interesting observation is that the weights always 
sum to 1.0. While results have shown that 2D track-
ing improves system performance considerably, it is 
not clear whether predictive filtering is worth our 
while. There is no significant improvement when 
using a filter order (or memory) of 1, 2 or 3. This 
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desired 
output d(n) 
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Figure 6 -Recursive Le邸 tSquares Algorithm 

in turn seems to indicate that the AR process is 
perhaps not a great model (i.e. predictor) of hand 
motion。 Thereforewe ought to simply use a filter 
order of 1, i.e. use the current location of a feature 
point邸 itspredicted location in the next frame. 

VI.、 CONCLUSIONSAND FUTURE WORK 

In this paper, we proposed a novel framework for 
robust 2D feature extraction in real-time. It com-
bines heuristic contour analysis, model-b邸 edtrack-
ing, and some a priori knowledge about structure 
of human body. The framework w邸 designedto be 
modular, so that alternative, possibly more robust, 
methods for localized feature search can be used. 
More a priori knowledge about human body can also 
be incoporated as needed, to improve robustness of 
the method. 
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Right hand Tracking --filter weights (FM=2) 
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Right hand Tracking --prediction error (FM=1) 
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Right hand Tracking --prediction error (FM=2) 
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Right hand Tracking --filter weights (FM=3) 
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Right hand Tracking --prediction error (FM=3) 
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