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ABSTRACT 

¥Ve present a new method for unencum-
bered tracking of participants in a virtual envi-
ronment using multiple cameras. During prepro-
cessing, the system uses three cameras to record a 
planar-slice containing a simple pattern arra:i1ged on 
a regular grid. The planar slice is then physically 
moved at regular intervals and the corresponding 
camera-images are stored. In this manner, active-
space or the 3D-space between these parallel slices is 
scanned. In this manner, we scan the active-space. 
The stored camera images are processed to create皿

interactive, active-space indexing mechanism which 
maps 3D points in active-space to the corresponding 
projections on the camera-images. The active-space 
indexing mechanism allows an operator to specify 
poses by specifying significant points on the camera-
images of a participant. These significant points 
could also be automatically generated by analyzing 
the camera-images. 

In this paper, we first discuss the 
Scan&Track system. Later, details of the actiYe-
space indexing m叫 10dand results are presented. 
Our method avoids the complicated camera calibra-
tion operations, and is robust as the distortions due 
to camera projection are automatically avoided. fa 
addition, the system is scalable, as active-indexing 
for the same 3D-space could be developed for both 
the low and the high-end systems. In addition, the 
active-space is also scalable. These qualities make 
the Scan&Track system ideal for future VR appli-
cations. 

Key Words: 3D Motion Tracking, Multi-

ple Cameras, じnencurnberedVEs. 

INTRODUCTION 

Virtual environments pose severe restric-
tions on tracking algorithms clue to the foremost 
requirement of real-time interaction. There haYe 

been several attempts to track human participants 
in a virtual environment. These can be broadly di-
vided into two main categories: encumbering and 
non-encumbering [1, 2, 3, 4]. This is perhaps the 
most important choice in designing a virtual en-
vironment as it determines the style and quality 
of interaction of a participant, Encumbering vir-
tual environments are based upon when you come 
we will provide something for you to wear philos-
ophy. A variety of devices have been developed, 
for example acoustic [5], optical [6, 7], mechani-
cal [8, 9, 10, 11], bio-controlled [12], and magnetic 
trackers [13, 14, 15, 16, 17, 18]. On the other hand, 
un-encumbering technology is based upon come as 
you are and be yourself philosophy [19]. Most of 
the camera-image based systems belong to this cat-
egory. The degree of encumbrance also matters: 
outside-looking-in systems for optical tracking is 
less encumbering than the inside-looking-out sys-
terns because the user is required to wear lighter 
equipment on the head [1, 6]. Trackers have been 
compared and surveyed on the basis of resolution, 
accuracy, responsiveness, robustness, registration 
and sociability in [1]. 

In comparison to other position trackers, 
magnetic trackers have relatively low data rates, as 
the filtering required for the distortions in the emit-
ted field, introduces lag. Mostly magnetic trackers 
have been used [20] in virtual environments as they 
are robust, relatively inexpensive, and have a rea-
sonable working volume or active-space. Magnetic 
sensors allow multiple sensors to share the transmit-
ters. In addition, multiple transmitters can share 
the same active-space. For example, in the 3Space 
FASTRAE system available from Polhemus [18], a 
transmitter shares four sensors, and there are upto 
four such transmitters. However, magnetic trackers 
can exhibit unacceptable tracking errors of upto 10 
ems, if not calibrated properly [20]. This is espe-
cially true when we consider that invariably there 
are magnetic objects present in our surroundings. 
!'llagnetic trackers allow larger active-space in com-
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parison to the mechanical trackers, but the person 
is restricted to remain within the range of transmit-
ters. 

Optical and camera-image based tracking 
has problems of occlusion [1]. In addition, optical 
trackers are encumbering as either four dedicated 
cameras are worn by the user on top of their HMD 
for the inside-out system, or a set of receiving bea-
cons are placed on the user heads for the outside-in 
systems [1, 20]. In addition, optical tracking re-
quires numerical optimization for camera calibra-
tions [6, 7] with a large number of beacons placed 
on the wall. In the case of inside-out tracking, rows 
of LEDs (beacons) can be, in principle infinitely 
expanded to allow a large active-space where the 
participant can be tracked. Inside-out systems are 
suitable for multiple participants also, as each par-
ticipant can have his/her own camera to see the 
LED-beacons. But these are highly encumbering, 
and suffer from occlusion. 

The well known correspondence problem is 
ever-present when purely vision-based systems are 
used. As mentioned in [20], there are several com-
promises made to resolve the issue of correspon-
dence and recognition. Even then, it is difficult to 
find a topological correspondence between the mul-
tiple contours obtained for the images of multiple 
cameras viewing the same scene. In the field of com-
puter vision and photogrammetry, there is a wealth 
of research on motion tracking [21, 22, 23, 24]. 

In human-centered applications [25], a 
high-level of interaction is expected as the goal is 
to create virtual environments so that humans lがue,.
science finds out, technology conforms [25]. In addi-
tion, virtual environments are expected to be pop-
ulated by both avatars or human forms which repli-
cate the movement of participants, and virtual syn-
thetic actors whose autonomous movement is di-
rected by computers [13, 14, 15, 26, 27]. As human-
centered applications [25] grow, there would be a 
need for tracking based on scalable technology. F可
the low-end systems, a lower resolution tracking 
might be satisfactory. For the high end tracking, 
higher resolutions might be desirable. The draw-
backs of video-based systems have been described 
in [1] and [20]. In particular, the resolution and 
accuracy of vision and camera based systems is de-
pendent upon the size of the pixel. It is difficult to 
differentiate between any t,vo points if the size of 
the pixel is large and the projection of both points 
falls on the same pixel. 

Tracking used in an application is directly 
related to the need and tracking methods available. 
For example, a doctor would prefer trackers to be 
more precise and accurate. Large working volumes, 
whethei・encumbering or not, are at best secondary 
choices for them. For human-centered applications, 

the choice of encumbering versus non-encumbering 
is critical as a large population is still hesitant about 
the technology, and therefore it is much more con-
venient if participants are not tethered by wires or 
gadgets. Even people comfortable with technology 
may not be happy with equipment which restricts 
their motion or makes them tired. Our motivation 
is to develop unencumbering virtual environments 
using multiple cameras. 

＾
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RELATED WORK 

Camera-based techniques are well suited 
for developing unencumbering applications. Inex-
pensive video-cameras are now readily available. 
This area is well studied, and Krueger's work 
[19, 28, 29] is well known for virtual environment 
interaction using 2D contours or silhouette of hu-
man participants, and interpreting them in a va-
riety of ways. When 2D camera-images are used, 
there is no depth information available with the im-
age. Much research has been done in the area of 
computer vision [21, 22, 23, 24], stereo-vision [21], 
object-recognition [22], and motion analysis [23, 30] 
to recover the depth information. Recently, there 
has been a growing interest in using successful 2D 
and 3D data structures for recmuing the depth in-
formation. 

Jain et. al. [31] combine the vision and 
graphics techniques for processing the video-
streams offiine, non-interactively, so that multiple 
participants can view the processed scene from dif-
ferent angles after preprocessing has been corn-
pleted. In immersive video, the color-based discrirn-
ination is used bet,,・een frames to identify pixels of 
interest, which are then projected to find the voxels 
in a 3D-gTid space based on the color of the region 
(pixel) of interest. The marching cubes algorithm 
is then used to construct the iso-surface of inter-
est. This method does not track the participants 
interactively in a virtual environment、 Insteadit 
processes the video-sequences from multiple cam-
eras, and allows participants to view the processed 
data. 

The Virtual Kabuki system [32, 33, 34, 35] 
uses thermal images from one camera and tracks 
the participant's planar motions in a 3D environ-
ment. Non-planar 3D motions are not tracked. Es-
timate of the joint positions are obtained in real-
time by using the silhouettes obtained from thermal 
images and 2D-distance transformations. Other 
points such as the knee and the elbow of the hand 
are estimated using genetic algorithms [32]. Once 
extracted the motion is mapped on to a kabuki-
actor [33]. The system is robust and tracks partic-
ipants in real time. There are occasional problems 
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due to the lower thermal conductivity of clothes 
[32]. 

Multiple cameras have also been used ef-
fectively for security based systems. For example, 
visual surveillance, not tracking in VE, is the goal of 
the 3DIS (three dimensional intelligent space) sys-
tem [36]. As explained in [37], there are several 
limitations to the 3DIS system. In particular, the 
3DIS system can not estimate the orientation of the 
user's position, and therefore can not track the par-
ticipant at all. In addition, there are no provisions 
for the system to detect any change in light inten-
sity which can affect the camera-calibration. 

Blob models [38] are used in the Pfinder 
system developed at the MIT Media Lab. The sys-
tern uses one camera and works with one partici-
pant in the environment using a static scene, such 
as an office. A multiblob [38] model is created, for 
the person based upon the color information, for 
estimating the 2D contours and images. The esti-
mation is based mainly on the color-changes of the 
pixels and classification based upon the color infor-
mations [38]. Interestingly, depth perception is lim-
ited to 2D, for example when the participant jumps 
it is considered a move backwards. So essentially, 
the system estimates only the 2D information. 

Most of the camera-based ¥'Es base their 
judgements upon the color information and esti-
mate the 3D position of the participant by using 
the information available from multiple cameras. 
The process involves solving the contouring prob-
lem, correspondence problem, and si忠1ificantpoint 
extraction [20]. In the following sections, we present 
our Scan&Track system. This is followed by imple-
mentation details of our new method of 3D track-
ing, called the Achve-Space-Index、・ingmethod. This 
method and associated results are the primary focus 
of this paper. 

THE SCAN&TRACK SYSTEM 

¥Ve are developing an unencumbering VE, 
called the Scan&Track system, using the video im-
age sequences from multiple cameras. This is an 
outside looking-in system [l]. The block diagram 
of the system is shown in Figure 1. There are two 
major components of the system: (a) Correspon-
dence, and (b) Active Space Tracking. The cor-
respondence system, which is not the focus of this 
paper, contains four subsystems: (i) contour extrac-
tion, (ii) significant points extraction, (iii) signifi-
cant points correspondence and matching, and, (iv) 
scene, color, and previous poses database. ¥Ve al-
'ready have some experience in dealing with all the 
four issues [32, 34], especially for monoc:ulor ther-
ma] images using one camera. ¥Ve haYe also imple-

mented a new significant point tracking algorithm 
explained elsewhere [39]. For this paper, we will 
assume that the correspondence system匹 uldbe 
able to extract contours Cl, C2, and C3, from three 
images 1ml, Im2, and Im3, respectively. These con-
tours would be used for estimating the 2D-location 
of significant points, in the images from the three 
cameras. Let SI, S2, and S3 be the projection of 
a 3D point S in all the three camera images re-
spectively. ¥Ve call the triplet (SI, S2, S3) as an 
imprint-set for point S. If a 3D point is visible from 
multiple cameras, then the location of the imprint 
of the 3D points in multiple camera-images can be 
used to estimate the 3D position of S. 

The outcome of the matching algorithm is 
to provide an imprint-set, a triplet (SI ,S2,S3), for 
every significant point S extracted from the images. 
The tracking method developed in this paper as-
sumes that the triplets will be given to us by the 
correspondence sub-system. For~his paper, from 
now on, we will assume that these points have been 
provided to the active-space tracking subsystem by 
the user, as shown in Figure l. The active-space 
indexing mechanism uses the given triplet to esti-
mate the position of point S. In the following sec-
tions, we explain the implementation details of the 
active-indexing mechanism for the Scan&Track sys-
tern. 

Camera calibration, Space-linearity and 
over-Constrained Systems 

There have been many attempts to esti-
mate the 3D motions of the participants with min-
imal number of points used for camera-calibration, 
for example, three points are sufficient as suggested 
byじllman[7]. Recently, there have been many 
studies where five or more points are used for stereo-
matching and creating novel views [28, 29]. Most of 
the systems which use a minimal number of points 
are usually under-constrained, in the sense that 
any error in camera-calibration may result in se-
vere registration and accuracy errors [20]. In the 
Scan&Track system, we have gone the other way. 
-¥Ve plan to use several points, during preprocess-
ing, and create our system based on that, but then 
we do not require these points to be present for cal-
ibration or reference during the actual tracking. 

Our motivation to use several points is to 
subdivide the active-space, so that only a few points 
are used locally to estimate the position during 
tracking, similar to piece-wise design for surfaces 
and contours [40]. In systems using a minimal num-
ber of points, a global calibration is used, and there-
fore it creates an under-constrained system [20]. 
The non-linearity and tracking errors are more pro-
found due to the use of an under-constrained sys-
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tern. 

In our approach, by subdividing the 3D 
active-space into small, disjoint, voxels or 3D-cells, 

we make only a small number of points, which are 
the vertices of the 3D-voxel, be responsible for esti-

mating a 3D position inside that 3D-voxel. In this 
way, only a few points determine the estimate dur-
ing tracking. The major advantage of using a set 

of voxels is that the non-linearity due to camera 
calibration is minimal. In particular, we can as-

sume that a linear motion inside the small, 3D-voxel 
space will also project linearly on a camera-image. 
Thus, effects of camera-distortion・would be mini-

mal. This assumption also allows the use of linear 

interpolation for estimating the exact position of a 
point during tracking. 

Estimating depth using multiple cameras 
and slices 

Consider the projections of two points in 
Figure 2. Depending upon the viewpoint and mul-
tiple cameras facing the two points P and Q, the 
projections of these two points change, particularly 
their relationship changes as we move from left to 

right, from image plane A to image plane B via 
planes L, C, and R in Figure 2. The spatial in-

formation between the two points is lost. Kote that 
during tracking, we wish to actually recover the spa-
tial information, which may change dynamically. If 
only these multiple images are available for recov-

ering the information, as shown in Figure 2, then it 
is a difficult correspondence problem: how can we 
infer that points QA and伽 areactually the same 
point Q in 3D space? 

Kext, we shall consider two points P and 
Q on a planar-slice and the same set of multiple 

cameras as shown in Figure 3. Note that the spa-
tial relationship of projections of points P and Q, 
in all the planes in the same hemi-sphere w.r.t. the 

planer slice, remains same. Thus, it is much easier 
to deal with points in a planer-slice. In addition, as 

shown in Figure 4, zoom-in or zoom-out also does 
not change the relationship. fa particular, wぶ t.to 
two lines Ll and 12 on a plane, arbitrary zoom-

ing of the camera or changing the orientation of the 

cameras in the same hemisphere, does not have an 
effect on this relationship. In particular, point Q re-
mains to the right of projected-line PLl, and point 
P to the left in both the projected-images in the 
same hemisphere. Both points are above projected-

line PL2 as expected. We can now extend the idea 
to many lines. A grid of lines partitions the slice 

into sixteen cells in Figure 5. Figure 5 also shows 
a camera image which is placed above the slice at 
an angle pointing downwards. There is a perspec-

tive deformation of the lines, yet the relationship of 

point P and Q is consistent with the planer slice, 
and the 2D cell-index of both points is same. 

In Figure 3, camera images A and B are 
actually facing the point P from very different, and 

almost opposing angles, but both images are in 
the same hemisphere w.r.t. the slice-point P, so 

this discrimination is still possible. Since we plan 
to use several cameras, this giYes us an important 
clue to place cameras; that cameras used for corre-

spondence should be placed in the same hemisphere 
w.r.t. all the slices in the active-space. 

Slices can be stacked for estimating the 
depth information. For simplicity, each slice, in Fig-

ure 6, has the 4 by 4 partitioning. Depending upon 
the complexity of scene, other partitioning methods 
are possible.'¥Ve can recover the depth information 
by processing all the slices. Let (Sl,S2,S3) be the 

2D projection of a 3D point Son three image-planes 

as shown in Figure 7. Each of Sl, S2, and S3 is the 
2D pixel coordinate in the image of the three cam-
eras. During preprocessing in our implementation, 

all three cameras are placed in such a way that they 
are in the same hemisphere w.r.t. the active-space 

slices書 Theseactive-space slices occupy space called 
an actがue-space、uol-umewhere the participant can 
be tracked in the Scan&Track system. 

Preprocessing to create Active-Space In-
dexing 

We preprocess the slices of data available 
to us. One camera is placed such that the view-
normal is perpendicular to the white-board used 
for our experiments. The other two cameras are 

to the left and right of the first camera as shown in 
Figure 7. The pattern we have chosen is a 12 by 
12 grid pattern, where grid intersections are high-
lighted by small black circles. This is shown in Fig-

ure 8. Grid-pattern occupies a 55cm by 55cm space 
on a white-board. Each square of the grid is 5cm 

by 5cm. The white-board is physically moved and 
recorded by three cameras st the same time. Eight 
such recordings result in eight slices for every cam-

era. The inter-slice spacing is 10 cm. Slice number 

4, as viewed by the three_ cameras, is shown in Fig-
ure 8. The white-board and the gTid-pattern on it 

are visible from all the three cameras. The active-
space volume is a cube of 55cm by 55cm by 75cm. 

The active-space is large enough to track the face 
and upperbody of the participants for the two sets 

of experiments we have conducted so far. A larger 
active-space can be easily constructed by using a 
larger panel instead of the smaller white-board used 

for experiments. 

Figure 8 shows slice number 4 used in our 
experiments. A slice contains images from all the 
three cameras. ¥Ve haye only shown the camera-

4
 



images in Figures 8-10 to save space. For creating 

actiYe-space indexing mechanism, we specify a set 
of horizontal and vertical lines to cover the rows and 

columns of the grid-pattern as shown in Figure 9. 
During preprocessing, we do the following for every 

slice: 

(1) For all the three camera-images, four 
corner points on the grid-pattern are picked using 
a mouse. These corner points define a 2D-extent of 

the projected grid-pattern. 

(2) Again, by using a mouse, we pick the 
end-points of grid-lines on the pattern. These lines 

approximately correspond to the rows and columns 
of the grid pattern on the white board. 

A red line is drawn on the image of the 

slice, or slice-image, to give feedback as the points 
are picked on the slice-image. First horizontal lines, 
then vertical lines are specified by picking the end-

points. This process is shown in Figure 9. For every 
camera-image, a total of 12 horizontal lines and 12 

vertical lines are specified. This corresponds to a 
12 by 12 grid-pattern. So a total of 72 lines are 

specified for the three images as there are three 
camera-images in a slice-image. Figure 9 also show 

these red-lines after steps 1 and 2 as the user moves 
on the slice, picking points as specified above. To 
save space, only the portion form camera-images are 

shown in this figure also. 

¥Ve show the intersections of horizontal 
lines and vertical lines by red and blue circles in 
Figure 10. l¥'otice the expected similarity between 
Figures 8 and 10. The circles are drawn on top 

of camera-images and practically cover the grid-

pattern. End points of a line specified in step 2 
are by default intersection points on the grid. A 
blue circle is also an intersection and indicates the 

situation when an endpoint of a line does not fall 
on the edge of the 2D extent. Tvfouse-picks can be 
slightly off the mark. In practice, as can be seen 
by Figures 8 and 10, the lines cover the grid points 

well, and so using horizontal and vertical lines to 
find the location of grid-circles works well for our 

implementation. 

vVe observe that a straight line's projec-
tion on a planar plane remains a straight line when 

projected on another planar plane. We have used 
this observation during our preprocessing to iden-

tify the grid-pattern by line-intersections. The cam-

era images and lenses have some deformations, how-
ever, the deformations are negligible as can be seen 
in Figure 10. To process eight slices during pre-

processing, it took approximately two hours. l¥'ote 

that the preprocessing is only performed once for a 
set of slices. In future, we plan to automate this 
process as grid-pattern can be recovered by simple 
image processing techniques also. 

Finding a 2D-index during Tracking 

For every slice we find a set of horizontal 

(H-lines set) and vertical lines (L-lines set) during 
preprocessing. During tracking, given the pixel co-

ordinate of a 2D point on a slice, we can quickly 
find the gr・id-index using the horizontal and verti-

cal lines. First, we check if the point is outside the 
area defined by four corner points of the 2D extent 
specified during step 1 of the preprocessing. If it 
is inside then we find the grid-index for the given 
pixel by searching the set of vertical lines for the 

x-index, and horizontal lines for the y-index. Since 
the lines are specified from left to right, we find 

two consecutがuevertical lines p and p+ 1 such that 
the given point is on or to the right of line p and 
is on the left of line p+l. The x-index is then p. 
Similar algorithm is used to determine the y-index, 
q, by finding two consecutive horizontal lines such 

that the point is on or above line q, and below line 
q+ l. Since we only use twelve horizontal and ver-
tical lines each per slice, the grid index in our case 

would be between zero to twelve in both the hori-

zontal and vertical directions. Since there are only 
fixed number of lines in our implementation, this 
operation is a constant time O (1) operation. 

To estimate the location of a 3D point given 

its imprint-set, we have implemented the following 
algorithm: 

Using Active-Space Indexing for 3D-
Voxel Estimation 

The active-space indexing mechanism finds 
the 3D location based on the imprint set triplet. 

The triplet in our implementation is provided by the 
user by using mouse-picks on the respective camera-

images. For example, if tip of the nose is visible in 
all the three camera images for our experiment, then 

the operator can click on the tip of the nose in all 
the three images to obtain a triplet (Sl,S2,S3) for 
the nose. 

Given a triplet (Sl,S2,S3) corresponding to 
a 3D-point, we perform the following for every slice: 

(1) For an imprint-point, use the vertical 

lines, collected for the corresponding camera-image 
during preprocessing, to find horizontal index (x-

index). This can be determined by checking all the 
Yertical lines as described in the previous section. 

(2) Perform the same with the set of hori-

zontal lines for the camera-image. This time we test 
for a point to be above or below a set of horizontal 

lines as explained in the previous section. 

(3)Perform the aboye for each of the triplet 

specified for every camera-image on the slice. For 
left camera-image, let the 2D index be denoted by 

Il with x and y indices to be 11ェandIly, respec-
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tively. Similarly the indices for the middle and right 
camera-image would be denoted by I2 and I3, re-
spectively. 

For every triplet (S1,S2,S3), we collect Il, 
I2, and I3 points for every slice as shown in Figure 
11. Figure 11 shows the basic concept which is used 
to find the 3D-voxel. vVe assume that three cameras 
are being used, and we want to determine the 3D 
location of point P. We have shown three consecu-
tive slices k, k+ 1 and k+ 2 in Figure 11. The Active 
Space Indexing Method identifies grid-indices to be 
Il, I2, I3. It is possible that I1,I2, and I3 are within 
range for more than one slices as shown in Figure 
11. 

For discussion, we assume that point P is 
between slice k and k+l as shown in Figure 11. The 
three grid indices Il, I2, and I3 are also shown for 
the three slices in Figure 11. These three indices 
define a triangles on every slice. Simple ray-optics 
suggests that the area would be decreasing as the 
rays converge at point P and then start increasing as 
the rays diverge. Since we have only eight slices in 
our experiments, the simple linear search algorithm 
to determine the slice with the minimum area is 
constant, 0(1) time. A binary search on the slices 
would be more appropriate if large number of slices 
are present to find the two slices k and k+ 1 ,vhere 
the area of the slices decreases. Let k be the left slice 
with the area AL, and k+ 1 the right slice, with area 
晶 asthe rays diverge.'¥Ve determine that slice k 
is the nearest slice to the point P of interest, so 
the point's 3D cell index would be (i, j, k). Here 
i is the average of x-indices of Il, I2, and I3 for 
slice k. Similarly j is the average of y-indices of 
I1, I2, and I3 for slice k. Since the 3D cell-index 
of a point in active-space can be determined using 
this method, we call this method the Actがue-Space
Indexing Method. 

We have shown all the active-space points 
on all the eight slices for the three cameras together 
in Figure 12. They represent the 3D-grid active-
space defnied by eight-slices and the grid-pattern 
on these slices. 

RESULTS AND DISCUSSIONS 

We use the slice with three camera images 
of the participant, and manually provide the triplet 
Sl, S2, and S3 in our implementation as shown in 
Figure 13a-c. ¥¥Te start with the image of the partic-
ipant, then specify a series of triplets. Each triplet 
is of the form (Sl,S2,S3) and denoted as the image-
imprint of the 3D point, ,ve then use the active in-
dexing method described above and determine the 
3D voxel for a given triplet. We can specify as many 
triplets as desired. The user specifies these triplets 

in such a way that they correspond to the partici-
pant's features, e.g. tip of the nose, arm-pits etc. 

Figure 13d-e shows the result of our imple-
mentation using six imprint-points. Corresponding 
3D voxels are also shown by visualizing them as 
a connected skeleton figure. We have highlighted 
the corresponding points in the image in Figure 13c 
and 13d. Another, slightly different set of points 
is shown in Figure 13e. Figure 13£shows that it 
is possible to mimic the participant's pose by using 
a in-house synthetic actor developed in our labora-
tory. 

We have also tested our active-space index-
ing method by using two different camera settings, 
thus creating a different set of slices and indexing 
mechanism, and have obtained similar results. 

The technique works because there is 
enough shift in the projection of the points due to 
the camera positioning that the depth discrimina-
tion is possible. Unless the three camera angles are 
identical or the grid is very wide, it is highly un-
likely that more than two slices have the same area 
formed by II, 12, and 13. In fairness to our method, 
this would mean that the resolution of the sliced ac-
tive space needs to be finer, or camera angles need 
to change. It can be concluded that, given three 
imprint-points, a unique 3D cell-index can be found. 

Since there are only eight slices and twelve 
lines in the horizontal and the vertical direction, we 
have used a linear searching technique in our imple-
mentation. This works well and is a constant 0(1) 
time operation. As the number of slices and num-
ber of lines increase in future applications, we can 
apply binary search on the slices, and a fast grid 
indexing on the lines by using binary search based 
on the area of the triangle on the slices. Finally, 
to further increase the performance, we can apply 
a suitable regular 2D-grid, where x and y interval 
are same, on camera-images of every slice. This 
grid-intervals would depend upon the minimal sep-
aration between lines. Since access into a regular 
grid, is constant time operation this method would 
be preferred when a large number of lines and slices 
have been used to thinly slice the active-space. 

The 3D location of point P can also be fur-
ther refined by using a Yariety of linear interpola-

tion methods based upon the area AL and絲 ofthe 
triangle as shown in Figure llb. For example, we 
can select the middle point of the triangles on two 
slices, call them J"¥九 andJIR, then the 3D location 
of the point Pis equal to (AL* 」~1R + AR*」し紅）/(Ai 
+ AR)-l¥'otice that larger the area of the triangle, 
farther is the point P from the slice. In the event 
that the area of triangles, on two consecutive slices, 
is same, then the above 1証 thodwould giye a point 
in the middle of the line joining the t双,opoints Mi 
and MR. Other interpolations are also possible. For 
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example, since the lines of the area-triangles are on 
parallel slices, we can apply the law of similar tri-

angles. As shown in Figure 11, let M..i. and l be the 

middle point, and the length of the line between 
points Ii and 12 of ar・ea AL, respectiYely. Similarly, 
let MB and q be the middle point ar1d the length of 

the line between points Ii and h for area AR. Then 
the location of point P = (l*iVJB + q*MA)/ (l+q). 
Other methods of interpolations, for example, the 

line joining the two Ii points on slices k and k+ 1, 
respectively, also passes through P. So there are sev-

eral ways to confirm our estimate of the 3D-location 

when three imprint-points ar・e given. 

Analytic Evaluation of the Scan&Track 

System 

As is true of any vision-based system, the 

discrimination capability of our system is limited by 
the physical-size of the pixel in the camera-images. 
However, the system allows the use of multiple cam-
eras, and thus multiple indices and a more accurate 
prediction of depth. Once we have determined a 3D 
grid index value and an approximate location, then 

we could automatically use another set of cameras 
for a much closer and precise look at the 3D-space 
near the 3D-point. In other・words, the active index-
ing method can be applied twice or more. The first 

time, it would be used to find a high-grained index, 
and later we would find a more precise index by 
using those cameras which have the most detailed 
view of the slice and nearby areas. The informa-
tion about more detailed view would be recorded 

during preprocessing, as the camera arrangements 
do not change during active-tracking.'¥Ve are sug-

gesting the use of local and global cameras. Kote 
that one camera could be local for one point, and 
could be listed as global for some other point in 3D 
space. Active indexing is extendible and amenable 

to hardware implementation; special purpose chips 
can be designed to calculate left/right of the line 
calculations for a large number of points. In ad-

dition, different slice-patterns could be available for 
low and high-end users for automatic preprocessing. 

'¥Ve must answer one obvious question: how 

would we deal with the situation when the camera 
is placed with such an acute angle that all the slices 
project as lines. In this situation, grid-lines may be 

barely visible for a very acute camera angle, and 

slice will project as a line ,vhen the camera view-

normal is parallel to the slices. ¥Ve note that it is 
a highly unlikely situation as cameras are placed bリ
us, and we can ensure that none of the slices are 
parallel to the view-normal of any camera. 

The second, related, question is: can we 
still track all of the active space with the restriction 

that cameras can not be placed at the horizon. The 

answer is that all the details of that region can be 
obtained by using cameras slightly away from the 
horizon, closely zooming on the area of interest. In 
addition, if for some reason the camera can not be 
moved, then the orientation of the slices can also 
be changed during preprocessing to create a new 

active-space indexing mechanism. It is this freedom 
to change the orientation of cameras and/or slices 

which makes the Scan&Track system versatile. 

We now provide an analytical discussion of 
the Scan&Track system on the basis of six com par-
ison criteria used in [l]. 

Resolution: pertains to how close points 
can be and still be determined to be distinct. The 
active indexing method can be used to identify the 

grid-indices extremely fast. In addition, linear-
interpolation of the slice-areas and their locations 
can be used to further discriminate points. Since 
the Scan&Track system is expected to use linear 
interpolation to find the exact location of a point, 
it is precise and would have a high resolution. 

Accuracy: The accuracy of the system is 

related to the correspondence of the points. In other 
words, the calculation is based on the active-space 
indexing mechanism which is fast and precise, espe-
cially when the linear interpolation methods would 
be used. Once the triplet (Sl ,S2,S3) is given it takes 

constant time as the number of points on the grid-
pattern and number of slices are fixed. Since mul-

tiple cameras are being used we expect that the 
occlusion problem to be not as severe in compari-
son to when one camera is used. \¾'hen the com-
plete system has been implemented, we expect that 
the area, where greater accuracy is needed, will be 

zoomed in by several cameras, during both prepro-
cessing and tracking, so that the active-space in-
dexing mechanism would be as accurate as desired. 

Note that cameras remain in the same orientation 
for the duration of preprocessing and 3D-tracking in 
the Scan&Track system. In future, we plan to also 

automate preprocessing to create faster and precise 
scan of the 3D active-space. 

Responsiveness: As mentioned, the 
active-indexing mechanism is extremely fast, con-

stant time, and implementable in hard,vare for a 

fixed number of slices and grid-points. The respon-

siveness would also depend upon the time it takes 
to calculate imprint-points from the camera-images. 
This needs to be further investigated. It is believed 

that correspondence sub-system (Figure 1) will be 
the key to real-time (at least 30 frames per second) 
interaction and should be be implemented in hard-
ware. 

Robustness: The active-indexing system 
is extremely robust as the active-indexing mecha-
nism can always find a 3D-cell for given imprint-

points within active-space. 

7
 - -―------―------

i 
I 



Registration: The registration is related 

to the swimming problem encountered in virtual 
environments. Virtual objects, when placed on 

a tracked-position, tend to swim because of the 
slight variations in estimating the 3D position of 
the tracked-position. This leads to the well known 

swimming effect which is very evident in systems us-
ing magnetic trackers. ¥Vhen we use multiple cam-

eras, the same corresponding points on the image 
will produce the same result, because the camera 
and slices remain in the same position for the dura-

tion of tracking. ¥Ve expect stationary participants 

to remain stationary. However, although rare, volt-
age恥 ctuationscan account for a change in size 
of the image, and can create swimming effect. In 
addition, mechanical vibrations, for example, con-

structions in the virtual environments could cause 
the camera-images to jitter. In fairness, we do not 
know any tracking device where voltage fluctuations 
and mechanical vibrations would not have an effect 
on tracking. 

Sociability: Our motivation to use video-
based tracking was to create an unencumbered sys-
tern. The Scan&Track system is an outside-in sys-

tern as the cameras are expected to be mounted on 
the wall, and out of the way of the participants. For 

this reason, we expect the Scan&Track system to be 
a good choice for human-centered applications. 

Planer slices can be arbitrarily large or 
small, and cameras can be zoomed in and out de-
pending upon the user's wish. This makes the 
Scan&Track system useful for distributed VEs. 
Multiple user's can track the same 3D space based 

upon their own choice of slices and dot patterns. 
New cameras can be used to add more active-spaces 

as desired. The Scan&Track system can be used for 
personal active-space in front of the user's screen 

by placing three cameras at the top of the monitor. 

The preprocessing algorithm is simple, and can be 
easily automated. 

CONCLUSIONS AND FUTURE RE-
SEARCH 

In the Scan&Track system, we have pro-

vided a framework for unencumbered tracking 
based upon multiple video sequences. ¥Ve imple-

mentecl a new algorithm for 3D-tracking called the 
active-space indexing method. Given the imprint-
set of a point, the active-space indexing method 

determines the 3D cell index of that point in con-
stant time. ・we also presented the results of our im-

plementation. Linear interpolation could be used 
to estimate the exact position of a point when the 
imprint-set of a point is giYen. The simple prepro-

cessing method for creating an active-index can also 

be easily automated using image processing tech-
niques. 

The process of automating the correspon-

dence part of the system remains. Although we had 
similar experiences in this regard, and a new signifi← 

cant point algorithm has been already implemented, 

much work still needs to be done. 
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Figure 1: Block Diagram for the Scan&Track System 

Figure 2: Relation ship of 
point P and Q changes depending 
upon the view as cameras move 
around it. 

Figure 3: The relationship of 
the point on a slice remains 
same for a variety of planar 
views in the same hemisphere 
related to the slice. 
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Figure 7: Imprint-set (Sl,S2、S3) for 
points. S1, S2, and S3 are 2D points 
on the respective camera-images. 
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Figure 8: Camera-images from Slice 4. 
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(a) Center camera (b) Right camera 
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(c) Left camera 

Figure 9: Red lines are the mouse-pattern created as the lines covering 
the grid-pattern are specified during Preprocessing. 
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(c) Left camera 

Figure 10: Line intersection cover the grid-patterns well. 
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Figure 11. (a) Estimating the active-index of P. (b) Linear Interpoloation 
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Figure 12: Active-space points for all the three images 
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(f) 

Figure 13: a-c: Selecting six image-imprints on 
the middle. left and right camera images. (d) associated 
3D-cells connected by simple skeleton. (e) Another skeleton 
representing a different set of six points. (f) A simple 
synthetic actor mimicing the pose by the participant. 
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