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Abstract 

We spend much time daily on meetings and in-
formal conversation in collaborative work for 
research, business activities, and so on. The 
creativity of groups is often enhanced by the 
effects of collaborative concept formation and 
information sharing during the conversations. 
This paper proposes a system, called AIDE, 
which stands for Augmented Informative Dis-
cussion Environment, that facilitates creative 
conversation. AIDE is an online chat system 
seamlessly integrated with techniques of visu-
alizing information structure and information 
retrieval. Specially, this paper explains the per-
sonalization of shared information when using 
AIDE and proposes a method of visualizing 
the relationships between multiple participants' 
viewpoints acquired from these personalized in-
formation spaces. 

1 Introduction 

This paper describes a system which facilitates commu-
nications and information sharing in conversation be-
tween people sharing common interests. We spend much 
time daily on meetings and informal conversation in col-
laborative work for research, business activities, and so 
on. The creativity of groups is often enhanced by the ef-
fects of collaborative concept formation and information 
sharing during the conversations. 
Our system assumes a conversation environment on 
networked computers, since we have become accustomed 
to electronic conversation environments, e.g., e-mail and 
online news, with the recent spread of the Internet. 
These media release temporal and spatial restrictions 
from communities, and raise the po11_si_b_ility of reusing 
accumulated results from their collaborative work. 
Colab [Stefik et al., 1987] is a pioneering system for 
electronic conferences. Its targets are brainstorming in 
electronic conversation environments, organizing frag-
ments of ideas extracted there, and sharing information; 
these are similar to our targets. Colab, however, can 
not lead to a novel form of collaboration by making the 
best use of computers because this would only reproduce 

meetings using traditional tools such as a pen, paper, 
and chalkboard in some electronic form. Our purpose 
is to create a new form of collaboration with Artificial 
Intelligence technology which positively offers such infor-
mation that can not be offered by the traditional passive 
tools. 
Some systems that help coordination in conversation 
have been proposed, e.g., [Conklin and Begeman, 1988; 
Winograd, 1988]. Th・ ・ e1r aim 1s to support mformation 
sharing among groups by processing the relationships 
among utterances and positions of participants during 
conversation in collaborative work. However, these sys-
tems force their users to converse following some conver-
sation models prepared by their designers beforehand. 
That is, the users must attach their positions or rela-
tionships with others to all utterances. Our developing 
system does not require the users to specify any extra 
information during a conversation; in contrast, it offers 
them hints of relationships among utterances. 
The authors have been developing a system called 
AIDE (Augmented Informative Discussion Environ-
ment) which facilitates our daily conversations. AIDE 
is an online chat system with conversation spaces to be 
shared by the users. The space are automatically visual-
ized with a method that statistically structures concep-
tual spaces containing text-objects and their keywords, 
as proposed in [Sumi et al., 1996b]. Also employed is a 
technique that extracts texts relevant to the conversation 
spaces from a text-base [Nishimoto et al., 1995]. 
In order to flexibly exploit shared information, includ-
ing adaptation to facing problems to solve, and to accom-
modate distributed and asynchronous environments of 
collaboration, personalizing information (gathering and 
organizing information) by each collaborative partici-
pant is the key technique. That is, one possible ap-
proach is to have all participants improve the quality of 
information through personalization, acquire the view-
points causing the results, and understand the relation-
ships among them. 
This paper shows our system AIDE, and specially, ex-
plains the personalization of shared information when 
usin& AIDE. We proposes a method of visualizing _the 
relationships between multiple participants'viewpomts 
acquired from these personalized information spaces. 
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Figure 1: Configuration of AIDE, and viewpoints shar-
ing among participants using AIDE. 

2 AIDE, System Overview 
AIDE is a client-server type chat system. This 
system can be both centralized/ distributed and syn-
chronous/asynchronous. Figure 1 illustrates the configu-
ration of AIDE, and Figure 2 shows an example of using 
AIDE. The main window of AIDE shown on the left of 
Figure 2 includes a window with which a user can submit 
his/her utterances and a window that lists all collected 
utterances. AIDE is characterized by the following three 
subsystems. 

Discussion Viewer shows discussion spaces that visu-
alize the structures of conversations. These spaces 
are information spaces shared among all partici-
pants in the conversations. 

Conversationalist is a virtual participant who auto--
matically extracts texts relevant to the conversa-
tion from an external text-base and autonomously 
throws them into the discussion spaces. 

Personal Desktop is a desktop m which users can en-
ter the phase of individual thought. The users can 
personalize shared information by duplicating and 
modifying the discussion spaces with it. 

A user participates in conversation with the graphical 
user interface shown in Figure 2 on a client machine. The 
server machine manages information on the users'utter-
ances and discussion spaces which visualize the struc-
tures. When a user submits an utterance, the server au-
tomatically extracts keywords from the text along with 

their importance values, and according to updated infor-
mation, calculates and redisplays discussion spaces on all 
of the users'client machines. 

In the discussion spaces, icons are used to indicate the 
utterances up to that point, and their keywords which 
are automatically extracted are mapped 1. The dis-
cussion spaces are two-dimensional spaces which visu-
alize the relationships between utterances and their key-
words; a pair of utterances with more common keywords 
is located closer together and these common keywords 
are mapped around the pair [Sumi et al., 1996b]. All 
users can participate in conversation and understand the 
global structure and relationships among multiple top-
ics (clusters of icons in the space) by viewing the shared 
discussion spaces. The discussion spaces visualize the 
relationships among the utterances based on such ob-
jective and simple information as the co-occurrences of 
keywords; this has the effect of making_users notice new 
relationships instead of temporal relations. Hence, the 
Discussion Viewer and record of utterances on the main 
window are complementary. 

Next, we explain the information retrieval subsystem. 
As mentioned above, this subsystem is being imple-
mented as a virtual participant called the Conversation-
alist. To achieve its purpose, it requires programmed 
abilities such as being able to calculate the timing of 
utterances and to judge the contents of utterances, per-
haps by analyzing other utterances during conversation. 
The authors have finished implementing these abilities 
and are currently integrating them into AIDE. In this 
work, we used the subsystem as an ordinary informa-
tion retrieval system, which works in response to user 
requests. 
The information retrieval subsystem has a text-base 
containing texts indexed with keyword vectors before-
hand 2. We implemented several retrieval strategies, but 
this paper uses only one method to output the text hav-
ing the biggest normalized inner product of its keyword 
vector with a set of keywords mapped in a discussion 
space when requested. Texts and their keywords out-
putted by the subsystem are also thrown into the dis-
cussion spaces, and this causes a reconfiguration of the 
spaces. These results may be effective in leading human 
participants to a wider thought space and new ideas. 

Lastly, we explain the Personal Desktop. Using them 
enables each user to enter the phase of individual thought 
whenever he/she wants to while participating in the con-
versation. Although the presentation of information and 
the method of visualizing this information are the same 
as those for the Discussion Viewer, users of the Personal 
Desktop can freely move icons, remove or modify utter-
ances and keywords, and add new texts such as private 
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1 Each user can decide whether to show icons of utterances 
and keywords together or not. 
2 Currently, this text-base contains articles from a 
Japanese contemporary encyclopedia. The number of arti-
des is about 10,000 and the number of keywords extracted 
beforehand is about 40,000. 



Figure 2: Usage of AIDE. 

memos into the personalized space like with regular ut-
terances. In the next section, we will explain the person-
alization of discussion spaces in Personal Desktops and 
a method for mutually understanding participants'per-
sonal viewpoints during conversation using the results. 

3 Mutual Understanding in 

Conversation 

3.1 Personalizing Discussion Spaces 

Since emerged clusters of utterances with many com-
mon keywords in the discussion spaces display the global 
structure and local information of the conversation si-
multaneously, not only the participants themselves but 
also an outsider can easily browse the conversation. 
While the discussion spaces visualize the structures of 
the conversation with an average viewpoint, they con-
sequently may be unsuitable for any participant's view-
point. 
For that reason, we have prepared the Personal Desk-
top, where each participant can personalize information 
from a discussion space by duplicating the discussion 
space and doing the following operations; 

• remove unattractive utterances and add private 
texts into the personalized space instead; and 

• raise the importance values of attracting keywords 
and remove unattractive ones. 

These data modifications are reflected in a restructuring 
of the space. 
Restructured spaces in Personal Desktops reveal each 
participant's individual viewpoints, namely, in the differ-

ent personalized spaces, even the same pair of utterances 
from the same conversation can be mapped at relatively 
different positions. The sharing of such information by 
all participants can make all of them mutually under-
stand each other. However, only preparing the environ-
ment for personalizing information is insufficient for ex-
plicitly utilizing the personal viewpoints and their rela— 
tionships in collaborative work. Accordingly, in the next 
section, we propose a method that facilitates the mutual 
understanding of personal viewpoints by quantifying the 
personal viewpoints revealed in personalized spaces and 
visualizing their relationships. 

3.2 Visualization of Individual Viewpoints 
and Their Relationships 

This section describes how to quantify the personal view-
points revealed in the Personal Desktops and to newly 
visualize their relationships. 
We propose the following procedure, which does not 
postulate any special operations except the personaliza-
tion of the discussion space of each user, and accordi_ngly, 
quantifies the users'viewpoints and visualizes their re-
lationships as a by-product of the personalization (refer 
to the lower part of Figure 1). 

1. Each user freely builds his/her own personalized 
space using a Personal Desktop邸 mentionedin the 
previous section. 

2. The system newly creates a viewpoint-object that 
quantifies each user's viewpoint from information 
in the Personal Desktop. This is an object that h邸
all of the keywords existing in the user's personal-



ized space. These keywords have importance values, 
which are the mean values of those in the personal-
ized space. 

3. The system forms a multiple viewpoints mediating 
space, which is a mediated space from multiple per-
sonalized spaces and visualizes the relationships be-
tween the viewpoints. This space is constructed 
from the sum of sets of utterances (including pri-
vate texts given by each user) and keywords in the 
personalized spaces, and the viewpoint-objects gen-
erated by the previous process. This space is struc-
tured by the same mechanism used with the Discus-
sion Viewer and Personal Desktops. 

The multiple viewpoints mediating space has utter-
ances and keywords commonly inherited from the dis-
cussion space. The space visually mediates the multiple 
users'viewpoints and leads them to mutual understand-
ing. Moreover, the space including private texts given in 
the personalized spaces encourages the users to mutually 
exchange and share private knowledge and ideas. 

4 

4.1 

Experiments and Evaluation 

The Effects of Discussion Spaces and 
the Information Retrieval Function 

We have preliminarily experimented on AIDE with sets 
of articles posted in online news, records of discussions 
by a group of close researchers using e-mail, and so on. In 
this paper, we describe one example of the experimental 
usage of AIDE in detail to explain the implementation 
of the proposed method. This experiment was done by 
a group of people in an organization, i.e., usrA, usrB, 
and usrC. The subject of the conversation was "recycli迎g
used paper in our office". This experiment was done m 
one day, and they participated in the conversation in 
their spare time using their own desktop machines. The 
number of submitted utterances of usrA, usrB, and usrC 
were four, three, and four, respectively. The final status 
of the discussion space is shown in Figure 3 3. 
Rectangular icons in the figure imply utterances, 
showing whose utterance and submission order. "Conv." 
seen in the figure shows an utterance by Conversation-
alist. However, we handled this as an ordinary informa-
tion retrieval system instead of a virtual participant au-
tonomously making utterances in this experiment. Oval 
icons imply keywords automatically extracted from the 
utterances, and the number of these were 208. 
We can roughly understand the contents of the con-
versation by viewing clusters of utterance icons and key-
word icons scattered around them, and we intuitively 
understand their topological relationships. For example, 
as noted in Figure 3, we can understand that topics of 
the conversation were expanded from "recycling used pa-
pers" to "environmental problems related with garbage 
disposal and recycling", and "educational issue". 

3This experiment was done in Japanese. Following exam-
ples in this paper are translated by the authors. 

Figure 3: An example of discussion space on a subject 
"recycling paper". 

The information retrieval function was used twice dur-
ing the conversation. After each user input one utter-
ance, this presented an utterance Conv. : 1 (an article 
on "garbage tax") in response to a request of one of the 
users. An utterance given by usrB just after that did not 
mention this topic but an educational issue concerned 
with environmental problems, and a few utterances fol-
lowed this topic. Since the focus of the conversation was 
a little stalemated, the information retrieval function was 
used, and then Conv. : 2 (an article on "recycled paper") 
was given. This made the focus go back to the origi-
nal subject, i.e., effectively reusing papers. Moreover, 
a description about "cost of garbage disposal and recy-
cling" in Conv. : 1 gave stimuli to usrA and the following 
further discussion. 

Personalized Spaces with Different 
Viewpoints 

This section describes the building of personalized spaces 
by two users, i.e., usrA and usrC, derived from the dis-
cussion space shown in Figure 3. Figures 4 and 5 show 
the respective results. The tags of the utterance icons 
are changed to phrases indicating the utterances by the 
authors with the function of a Personal Desktop. The 
same utterance appearing in both Figures 4 and 5 is 
given the same tag. 
In the case of usrA, the discussion space was person-
alized with the viewpoint of "means of recycling". As 
a result, utterances concerned with an educational is-
sue were removed from usrA's personalized space, and 
in contrast, a text about "ecological material" (mapped 
at the upper left of the space) was newly added. Here, 
this text was obtained as a related text to usrA's per-
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Figure 4: UsrA's personalized space with the viewpoints 
of "means of recycling". 

sonalized space by the information retrieval function of 
AIDE. But this does not mean that texts added to per-
sonalized spaces are always obtained using this function. 
The number of keywords remaining in usrA's space w邸
68. The keywords that have relatively high values of 
importance were {recycling, w邸 tematerials, nature, en-
vironment, cost}, which would be keywords of usrA's 
viewpoint-object afterward. 
In the case of usrC, his personalized space was built 
with the viewpoint of "raising public spirit", and con-
sequently, many utterances were removed except for 
nve utterances related to this. In contrast, he selected 
and added a new text about "development education" 
(mapped on the lower left of the space) that w邸 ob-
tained using the information retrieval function like usr A 
did. The number of keywords in his space was 69, and 
the prior keywords were {education, awareness, children, 
society, foreign countries}. 
Note that even if a certain utterance is selected in 
two personalized spaces, each user has his/her own dif-
ferent interpretation of this. Specincally, four utter-
ances ("garbage reduction operations", etc.) were se-
lected in both personalized spaces, but sets of keywords 
regarded as important in the spaces severally differed: 
UsrA gave higher values to keywords {paper, shredder, 
cost, collection} related with concrete means of recy-
cling; however, usrC gave higher values to keywords 
{ awareness, nature, protection} related with social con-
sciousness. This difference was reflected in the difference 
of the structure of the personal spaces. 

4.3 Mediating Multiple Viewpoints 

Figure 6 shows a multiple viewpoints mediating space 
(for short, MVM space) automatically created from the 
personalized spaces of usrA and usrC by the method 
described in Section 3.2. Mapped icons of utterances 

Figure 5: UsrC's personalized space with the viewpoints 
of "raising public spirit". 

and keywords are the sum of those in the two users' 
personalized spaces, and there are 11 and 111 of them, 
respectively. The MVM space also includes viewpoint-
objects that imply the two users'individual viewpoints. 
We can read several effects of MVM spaces by the ex-
ample shown in Figure 6. First, we notice that MVM 
space is not a simple pile of the two personalized spaces, 
and the structure of that definitely differs from that of 
the initial discussion space shown in Figure 3. This 
MVM space reveals different and shared parts between 
viewpoints ofusrA and usrC. Moreover, while the initial 
discussion space also includes insignificant information 
for both of the two users since it contains all information 
from the conversations, the MVM space can be regarded 
as a refined new common ground for the two users. 
Second, MVM spaces include each user's private texts 
that show their interests and viewpoints; for example, 
the space shown in Figure 6 has usrA's "ecological ma-
terial" (upper left icon in the space) and usrC's "de-
velopment education" (upper right icon). Such visual 
information facilitates users in intuitively catching their 
companions'intention and in sharing mutual personal 
knowledge. 
Lastly, we point out the effect of reducing keywords, 
namely, worthless keywords are removed and the num-
ber of keywords is reduced in MVM spaces. This refines 
the structure of MVM spaces, which can be a new com-
mon ground for users. It is noteworthy that all need 
to obtain an MVM space is each individual's operation 
of personalizing a shared discussion space; this method 
does not require any special operation for negotiation or 
coordination between users. 

5 Conclusion and Future Work 

We proposed a conversation support environment, called 
AIDE, that facilitates collaborative concept formation 
and information sharing in conversations. In particular, 
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Figure 6: An example of the space visualizing relation-
ships between two participants'viewpoints. 

we described methods of personalizing the shared infor-
mation in the conversation and mutual understanding of 
all participants'personal viewpoints, and showed these 
effects with experimental results. 
Although we showed only experiments of AIDE used 
by a closed and localized organization, we are keen to 
apply AIDE to conversations of loosely organized and 
spatially distributed communities, via the Internet. For 
that, we need other technologies such as information fil-
tering and information organizing hierarchically, since 
the present AIDE would not provide meaningful discus-
sion spaces if we have many utterances. Moreover, it 
must be also interesting to facilitate new encounters be-
tween people accessing the Internet who have similar in-
terests [Sumi et al., 1996a] for helping an earlier stage of 
collaboration in communities. 
The authors'group has proposed the concept of the 
Meta-Museum [Mase et al., 1996], which is a new envi-
ronment for knowledge sharing. The primary goal of the 
Meta-Museum is to create and facilitate communications 
between specialists (providers of information and knowl-
edge) and visitors (receivers of them) thereby enabling a 
better understanding of museum exhibitions. The Meta— 
Museum can be an example of knowledge medium, pro-
posed in [Stefik, 1986], which is an information network 
with semiautomatic services for the generation, distribu-
tion, and consumption of knowledge. 
The future knowledge media will hold creative col-
laboration not only between human agents but also be-
tween any combination of human agents and intelligent 
machine agents. AIDE's Conversationalist we are cur-
rently developing can be an example of the intelligent 
machine agent. In such knowledge media, communica-
tion between agents is a critical ingredient, and it can 
be facilitated by interposing a mediating agent [Bobrow, 

1991]. Multiple viewpoints mediating spaces proposed 
in this paper can be a mediating agent between personal 
viewpoints of participants in collaboration. 
From the knowledge engineering viewpoint, we are in-
terested in recording or classification of the emerging 
concepts and keywords in the spaces provided by AIDE 
into an ontology. At that time, it will be also interesting 
to discuss granularity and usability of the ontology with 
the closeness or scale of the communities. 
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