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1 Overview 

For years applying statistical methods to deal with language problems have been widely 
adopted in speech and language communities. Problems with regard to language eventually 
lead to that of building a specific language model. The well-known examples can be statistical 
language modeling of part-of-speech tagging and statistical language modeling of speech 

recognition. 
Recently two new trends have appeared in language modeling research. One is to use 

~ultiple sources of information to complement local contextual information. Local contextual 
mformation such as n-gram has been used successfully for a long time. But it is not enough to 
use only n-gram to discriminate hypotheses in complicated tasks. People's interests have been 
extended to use more complement, riched information, including long distance information 
and higher knowledge from semantic and syntactic tag sequence and sentence structure. 
These information can be easily gleaned by an language expert. 

The other is to apply maximum entropy to build language model. The main concern to 
people is how to collect information from training data and how to use it. An answer to 
this problem is to use mutual information rules to choose information and to use maximum 
entropy approach to integrate these information. MI and ME are binded together as to 
collecting information and building language model. Benefits of this kinds of usages have 

been reported in some papers (14, 18, 19, 17]. 
Two issues are highlighted in the present paper. One is part-of-speech tagging, that is, to 

assign the words in the sentence with a grammatical tag from a defined tagset. The other is 

to build an improved language model over n-gram model for ATR English speech recognition. 
The language model of tagging and the language model of speech recognition described here 

were both created by using the maximum entropy approach. The information sources used 
in our work are as follows: 

(1) Local constrain ts/ triggers 

(2) Long distance POS constraints/triggers 

(3) Long distance word constraints/triggers 

(4) Linguistic question constraints/triggers 

Triggers (14] are synonymous with constraints but used to formalize constraints. The first 
triggers embody the information from local context, which are the most important and used 

in most applications. The second and third~riggers contain information from long出stance
context. The first three triggers have been discussed in other researchers'work (14, 12, 11]. 
But applying them in our work is much more complicated and extended. The last one is a 
new type of triggers introduced by us. Linguistic questions were written by a grammarian. 

These questions query information from parse structure or the tags and words to the left of 
predicting word. These questions are chosen to trigger the tag or word which we want to 

predict. 
In what follows, Section 2 introduces the basic mathematical formulas. Section 3 describes 

the work of POS tagging, comparing the new tagger with the conventional N-gram tagger. 

Section 4 describes the language modeling experiments performed. I will give an account of 
the results in WSJ domain and hotel-reservation domain respectively. Section 5 discusses the 

overall research, the conclusions and future research. 

2 Mathematical Fundamentals 

In this section two mathematical formulas, maximum entropy and mutual information, are 
described because they are crucial and used throughout our research work. It is best to 
introduce them before proceeding. 



2.1 Maximum Entropy Modeling 

We consider a random process that produces an output symbol y, a member of a finite set 

Y. In generating y, the process may be influenced by some contextual information x. Our 

task is to estimate the conditional probability p(ylx). 

For the example of building word language model of speech recognition, y is a member of 

the vocabulary Y. x is all the words occurring before y in the history. 

For the example of tagging, y is a member of the tagset. x is the word contexts surrounding 

y and tag contexts before y occurring in the tagged text. 

If given a training data, we can collect a large number of samples (吐Y1),(砂，ぬ），．．．，
（邸，YN),each sample (x,y) consists of a predicted output symbol y and y's contextual 
information x. 

Sometimes we want to choose some interesting'triggers'from the training data. A trigger 
pair is formulated as (s, t), sis part of contexts of尤， tis synonymous with y. 

Suppose we select a large number of triggers (s1,t1),(s2,t2), ... ,(sM,tM) we define a 

trigger function as follows: 

Ji(ぉ,y) = { 1 if釘 occursin x and ti is y 
0 otherwise 

The above equation means the trigger function fs,t(x,y) is a binary-valued function. If 
and only if the trigger (s,t) occurs in the training sample (x,y), the value of the trigger's 
corresponding trigger function equals to 1. 

Below is an example to explain the above concepts discussed. If given a sentence, 

hello i'd like to make a reservation for a room 

In this sentence we want to estimate the probability of the last word'room'. In this 
example we use one trigger pair (reservation, room). The arguments listed above with regard 

to this sentence is: 

x = hello i'd like to make a reservation for a 

y = room 

s = reservation 

t = room 

J(x, y)=i 

Now Let's enter the maximum entropy modeling. 

Our task is to estimate the probability p(ylx) if given training data (xi, Y1), (x2孔12),・ ・ ・, 

(xN湿N)and triggers (s1ふ），(sぁむ），...,(sM,tM) 
The presence of triggers constraints the probability distributions p(ylx) as follows: 

〗ェ，yP(x,y)fk(x, y) =~ ェ，yp(x,y)fk(x,y) (1) 

where: 

p(x,y)~p(x)p(yjx) 

p(x) and p(x, y) are empirical probability distributions, defined by 

応）＝亨p(x,y)= #(x,y) 
N 

(2) 

#(.) means number of times that (.) occurs in the sample. 
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Then the maximum entropy solution satisfying the constraint equations 1 and 2 is as 
follows: 

1 
p(yJx) =躙ばp(~鵡 (x,y)) (3) 

where Z(x) is a normalizing constant determined by the requirement that~yp(ylx) = 1 
for ally: 

Z(x) =均exp(:E山fi(x,y)) 

If given an initial model Po(yJx), we add another constraint 

p = argminD(pJ !Po) 

where: Dis the Kullback-Leibler distance. 
Then the the maximum entropy solution satisfying the constraint equations 1, 2 and 5 

is as follows: 

(4) 

(5) 

1 
p(ylx) =―exp(I: 山fi(x,y))Po(yjx) 

Z(x) 
(6) 

Clearly if we choose the initial distribution as uniform distribution, Equation 3 is a special 
case of equation 6. 

In equation 6ふisa weight of trigger k An improved iterative scaling algorithm is used 
to train modBl 6 to obt叫n心

For det叫leddiscussion of maximum entropy methods, please refer to [14] [13] [1]. 

2.2 Mutual Information 

When considering a particular trigger p叫r(s, t), we are interested in the correlation between 

s and t. We can assess the significance of the correlation betweens and t by measuring their 
mutual information. We use the same formula as [14] to calculate mutual information. 

MI(s,t) = 

＋ 
(7) 

＋ 

＋ 

2.3 Perplexity and Evaluation 

Perplexity is a measure of the average number of possible choices there are for a random 
variable. The perplexity of a random variable y given context x is defined as : 

pp = 2H(YJX) (8) 

H(YIX) is the conditional entropy of X and Y, which is defined as: 

H(YIX) =江，yp(x,y)logp(ylx) (9) 

In speech recognition experiments, we use WER (word error rate) to measure recognition 
accuracy. It is defined as: 

WER= 
r+n+s 

N 
where: 

• I is number of insertions 

• D is number of deletions 

• S is number of substitions 

• N is word number of answer 
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3 Part-of-speech Tagging 

Part-of-speech tagging has been an important issue in natural language processing for many 

years. Many researchers have contributed to this problem by using a wide array of techniques, 
including: N-gram models([12]), decision trees([5]), transformations([9]) and maximum en-
tropy approach([2]). 

Now we re-consider this problem. But our research is distinguished from the previous by 
adopting some new features in pos tagging. The features are as follows: 

(1) We use a much more detailed tagsets(semantic叫lyand syntactically). There are over 
3,000 tags in ATR Tagset, far more than the rudimentary, 45-tag UPenn Tagset. The ATR 
English Tagset is unrestricted in its coverage, and particularly det叫ledand comprehensive, 

vis-a-vis other existing tagsets. 

(2)The information we used to build the tagging model is extremely riched, vis-a-vis 
other taggers. In our tagger, we integrated into the tagger model local word and tag infor-
mation, long history tag information and extrasentencial word and tag information conveyed 
by linguistic-questions, as opposed to other taggers where only one type of information of 

those mentioned above was used. 

In what follows, subsection 3.1 introduces a conventional n-gram tagger, using it as a 
basis for evaluating other advanced taggers. Subsection 3.2 describes a maximum entropy 
tagger integrating det叫ledlocal information, that is more detailed than that used in [12] 
and we presented contributions of each type of triggers to tagging accuracy respectively. 
Subsection 3.3 describes a more advanced tagger in which we use a maximum entropy model 
to integrate local information and long distance tag triggers and linguistic-question triggers. 
Subsection 3.4 ends this chapter with conclusions. 

3.1 Conventional N-gram Tagger 

N-gram part of speech tagger is perhaps the most widely used of tagging algorithms. The 

basic idea is to maximize p(TIW) given a word sequence in order to find its tag sequence. By 
using Bayes rule, this can be done to maximize p(T) * p(WIT). p(T) is the language model 
of tag sequence. p(WIT) is the unigram model. In this experiment we use trigram to model 
p(T). Both p(T) and p(WIT) were smoothed by Back-off methods [10]. We only write out 

the Backoff formula p(WIT) due to the well-known backoff formula p(T). It is of the following 
form. 

p(叫t)= { p(wit) if p(叫t)f= 0 
(3 (t)p(w) otherwise 

(10) 

where: 

-p(wit) and p(w) are discounting probabilities of p(叫t)and p(w), calculated by back-off 
discounting algorithm. The discount thresholds of p(叫t)and p(w) in present exper-
iment were 12 and 1 respectively. A new word'UNK'was added to the vocabulary, 
whose probability p(w) represents that of all the unseen words. 

-(3(t) is a normalizing value to ensure江 p(ゅIt)=i. 

We used the treebank data described in [5, 4]. It contains one million words and achieves 

a high degree of document variation. We separated this data into two parts: 

• a set of 900,000 words, the training data, which was used to build the models 

• a set of 35,000 words, the test data, which was used to test the quality of the models. 
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A tag and a word dictionary was built of listing all of tags and words that occur in the 

training data. It has 1877 tags and 41356 words including'UNK'. 
We use the beam-search method to tag a sentence. This method will be described in next 

subsection 3.2. 
The tagging accuracy was 78.2% when using the N-gram tagger described above to tag 

the test data. 

3.2 Maximum Entropy Tagger Using Detailed Local Context Information 

In section 3.1 we built an-gram tagger in which only information from unigram p(wJt) and 
tag trigram was used. Of course there are other types of local context information such as 

local word constraints. 
In this section we first listed all the types of local constraints we are interested and 

then built a tagger using every type of constraint by maximum entropy approach and finally 

integrated all these constraints into one tagger. The experimental results showed the contri-
butions of each type of constraint to tagging accuracy and the joint tagging accuracy of the 

whole model. 
Our tagging model is a maximum entropy(ME) model of the following form (a copied 

version of model 6): 

K 

p(tlh) =III叶k(h,t)Po 

k=O 

where: 

-t is tag we are predicting; 

-h is the history (all prior words and tags) oft; 

-1 is a normalization coefficient that ensures: 泣。廿Jk=Oak 
K fk(h,t) 

Po= 1; 

-L is the number of tags in our tag set; 

(11) 

-ak is the weight of trigger fk; 

-fk are trigger functions and f廷{O,1}; 

-p0 is the default tagging model (in our case, the uniform distribution, since all of the 
information in the model is specified using ME constr叫nts).

The model we use is similar to that of [2]. But the trigger types used in our experiments 
are richer than that of [2]. Our trigger types are shown in Table 1. 

In Table 1: 

-w is word whose tag we are predicting; 

-t is tag we are predicting; 

-L1 is tag to the left of tag t; 

-L2 is tag to the left of tag L1; 

-w_1 is word to the left of word w; 

-w_2 is word to the left of word w_1; 

-w1 is word to the right of word w; 

-w2 is word to the right of word wぃ

5
 



＃ triggering word or tag triggered tag 

1 w t 

2 W-2W-1W t 

3 wー1WW1 t 

4 WW1WW2 t 

5 w_1w t 

6 WW1 t 

7 L1 t 

8 L1 t ， L2L1 t 

10 L1W1 t 

11 L1WW1 t 

12 w_1w1 t 

13 w_1 t 

14 W1 t 

15 L1w t 

16 L2L1w t 

17 W_2W-1 t 

18 W1W2 t 

Table 1: Local Trigger Types 

In the Table 1, we listed 18 types of triggers. These trigger types were sorted in the order 

of its importance to tagging intuitively. The most important triggers are at the top of the 

table. 
In the experiments following, we used the same training data and test data as N-gram 

tagger in section 3.1. 

Figure 1 shows the search algorithm employed. We select a beam width of M = 5 because 

choosing values higher than this yielded no significant improvement in tagging accuracy. The 

search algorithm is the same as that used in [2], except that we do not constrain the search 
by only generating tags, in the case of a known word, which have been assigned to that word 

in the training corpus. 

The experimental results are shown in Table 2. We presented both the results of using 

single type trigger and of using all the trigger types together. In Table 2, "test PP" is the 
perplexity of the test data. "Accuracy" is the tagging accuracy. 

Some conclusions could be obtained from the experiments as follows: 

• Maximum entropy approach is a powerful method to integrate multiple information 

sources. When we combined all the triggers into the model, the results are much better 

than only one single type trigger is used. 

• If we only use the information contained in triggers (w,t) + (L1,t) + (L2L1,t), the 
results of N-gram tagger , 78.2%, is much better than the ME tagger, 76.2%. This 

explains why the N-gram tagger is well performed and welcomed in the tagging com-

munity. But if you want to integrate much more information, ME is a good selection. 

The final results we achieved are better than n-gram tagger, while it is only a small 

improvement. 

• On average, word-trigger-tag is better than tag-trigger-tag. For example, the trigger 

type (w-1,t) is better than (L1,t). 

• Simple triggers like (w_1, t) are better than complex triggers like (w_2W-1 w, t) because 

6 



FDREACH word E sentence 

FDREACH beam E {beam1, ・ ・ ・, beamM} 

Find the M highest probability tags (according to: P(taglhbeam)) 

Extend beam using these M tags 

Sort the extended beams to find M highest probability tag sequences 

Set beam1, ・ ・ ・, beamM to be these sequences 

RETURN highest probability sequence E {beamぃ・・・,beamM}

where: 

hbeam is the history in beam. 

M is the beam width. 

Figure 1: The beam-search algorithm 

Trigger Type number of triggers test PP Accuracy(%) 

(w, t) 73162 3.59 75.06 

(W, t) + (W_2W-1 W, t) 73162+ 1595 7 3.56 75.30 

(w,t) + (w-1ww1,t) 73162+ 16667 3.54 75.90 
(w,t) + (ww1w2,t) 73162+ 16345 3.54 75.60 

(w,t) + (w-1w,t) 73162十14708 3.51 76.12 

(W, t) + (WW1, t) 73162+15789 3.47 76.52 

(w,t)+(L1,t) 73162+ 18520 3.15 76.14 

(w, t) + (L1, t) + (L2tー1,t) 73162+18520+15660 3.11 76.24 

(w, t) + (t-1叫，t) 73162+12302 3.40 76.26 

(w,t)+(tー1ww1, t) 73162+21564 3.51 76.12 

(w, t) + (w-1阿，t) 73162+ 12496 3.47 76.14 

(w,t) + (w-1,t) 73162+28415 3.33 76.90 

(W, t) + (W1, t) 73162+27380 3.34 76.78 

(w,t) + (L1w,t) 73162+ 14212 3.44 75.78 

(w, t) + (t_2tー1W,t) 73162+ 18699 3.47 75.40 

(w,t)+(w-2血 1,t) 73162+9811 3.53 75.92 

(w,t)+(w他 2,t) 73162+9733 3.52 76.01 

ALL 3.07 78.80 

Table 2: Experimental Results of Tagging Using Detailed Local Constraints 
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＃ 
1 
2 
3 
4 

5 
6 

7 

8 ， 
10 

Triggering Tag Triggered Tag I.e. Words Like: Trigger Words Like: 

NPlLOCNM NPlSTATENM Hill, County, Bay Utah, Maine, Ala.ska. 

JJSYSTEM NPlORG national, federal Party, Council 
VVDINCHOATIVE VVDPROCESSIVE caused, died, made began, happened 
IIDESPITE CFYET despite yet (conjunction) 
DD PPH02 any, some, certain them 
PNlPERSON LEBUT22 everyone, one (not) only, (not) just 

... MPRICE ．．．，．．．．．．．，．．．．．．．．．．．．． $452,983,000, $10,000 
IIATSTANDIN MPHONE22 at (sent.-final) 913-3434 

IIFROMSTANDIN MZIP from (sent.-final) 22314-1698 (zip) 

NNUNUM NNlMONEY 25%, 12", 9.4m3 profit, price, cost 

Table 3: Selected Tag Trigger-Pairs, ATR General-English Treebank 

the influence of spareness affects complex triggers more than simple triggers, i.e., simply 
triggers occurring in the training data also easily occur in the test data. 

• Number of triggers is related to the accuracy. The results of using more triggers are 
better than that of using less triggers. 

3.3 Maximum Entropy Tagger Using Extrasentential Context 

In last section 3.2 we discussed the effectiveness of local context constraints to part-of-speech 
tagging. In this section we will consider the information from long distance context and 
extrasentential context for part-of-speech tagging. 

(3.3.1) In trod uctmn 

It appears intuitively that information from earlier sentences in a document ought to help 
reduce uncertainty as to a word's correct part-of-speech tag. This is especially so for a large 
semantic and syntactic tagset such as the roughly-3000-tag ATR General English Tagset 
[4, 5]. And in fact, [6] demonstrate a significant "tag trigger-pair" effect. That is, given that 
certain "triggering" tags have already occurred in a document, the probability of occurrence 
of specific "triggered" tags is raised significantly-with respect to the unigram tag probability 
model. Table 3, taken from [6], provides examples of the tag trigger-pair effect. 

Yet, it is one thing to show that extrasentential context yields a gain in information with 
respect to a unigram tag probability model. But it is another thing to demonstrate that 
extrasentential context supports an improvement in perplexity vis-a-vis a part-of-speech 
tagging model which employs state-of-the-art techniques: such as, for instance, the tagging 
model of a maximum entropy tag-n-gram-based tagger. 

The work of this section undertakes just such a demonstration. Both the model underlying 
a standard tag-n-gram-based tagger, and the same model augmented with extrasentential 

contextual information, are trained on the 850,000-word ATR General English Treebank [4], 
and then tested on the accompanying 53,000-word test treebank. Performance differences 
are measured, with the result that semantic information from previous sentences within a 
document is shown to help significantly in improving the perplexity of tagging with the 
indicated tagset. 

In what follows, first, we provides a basic overview of the tagging approach used (a maxi-

mum entropy tagging model employing constraints equivalent to those of the standard hidden 
Markov model). Second, we discusses and offers examples of the sorts of extrasententially-
based semantic constraints that were added to the basic tagging model. Then, we describes 
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