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Abstract

Concerned the output of TDMT(Japanese-Chinese) system, the report analyzes
the problems that the authors encountered initially. in the Chinese generation, and then
briefly summarizes the kinds of the problems. To achieve the goal of improving the
accuracy and naturalness of Chinese generation, the report proposes repair strategies

and presents the authors’ opinions on proofreading the generation of TDMT system.
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1 Introduction

“Although the strategies for target language generation are not the same in different
machine translation systems based on different methods, it is the same goal, which is
aimed at generating the correct and natural target language. However, it is a long way
to reach the goal that human hopes. So, how to improve the accuracy and naturalness
of the output is still hard work in research of machine translation(MT).

Concerned the output of TDMT (Japanese-Chinese) system, the report analyzes
the problems that the author initially encountered in the Chinese generation, and then
briefly summarizes the kinds of the problems. To achieve the goal of increasing the
correct ratio and improve the naturalness of Chinese generation, the report proposes
strategies for Chinese generation and presents the author’s opinions on proofreading
the generation of MT system.

2 Problem Analysis

2.1 The Problems in Chinese Generation of TDMT System

Having analyzed the output sentences of TDMT system, the author summarized the
ill-formed sentences and classified them into 4 kinds as follows:

The sentences are incomplete;

There are redundant words or components in the generated results;

The order of words or components in the output is confused:;

e Some words are selected improperly and the sentence expresses obscure meanings.

Fach kind of the ill-formed sentences mentioned above is illustrated respectively
in remainder of the section.

2.1.1 The Incomplete Sentences

The incomplete sentences in generation include the following different cases:
L. The sentences lack subjects;
2. The sentences are short of predicates;

3. Several basic components(mainly including subject, predicate or object) are lack-
ing in the same sentence;



4. The sentences are short of essential auxiliary words so that the naturalness of the
sentence is too worse to understand.

It is true that some incomplete sentences are understandable and acceptable,
especially in spoken dialog environment. In fact, some words of source sentences are
often omitted by speaker. So, we have no reason to ask an MT system to add those
words that are omitted originally in the source sentences. However, if the source
sentence 1s not short of any components, and some words or components are never
allowed leaving out in the specific dialog context, or some components are already
indicated hiddenly in the source sentence, and if the result of generation is incomplete,
the result will be hard to understand. See the following examples,

(1) Input: HLEIATED L CE->THHAREFL T T2

Output: MEREF. WREERF.
The sentence is the first one that a customer said to the hotel servicer. In this case, the
subject of the Chinese sentence is generally notl omitted, and it is better to generate
the output sentence as a complete sentence. The proper result of the example should

be: RUGARET, (K) BHRES.

(2) Input: THEICZ YA v EZhrbEAL b LICIEMER BV L WA TT 2
Output: NEFRAE, Bhfkstkmsk A5,

In the example, the output should be consisted of two simple sentences. They are re-
spectively: (1) ABTFHE (8 “WE4") WAE; and (2) AREIMATE (% &) BARBH.
But in the real output, the first part consists of only a preposition phrase(# (preposi-
tion) HF (noun))and a noun(MARE). There is no predicate between preposition phrase
“PEF" and noun “WARE". So, the expression looks strange and it is hard to under-
stand. The problem in the second part of the output is different. It belongs to the

kind of word order confusion, which will be discussed later.

(3) Input: THIE B AW LET
Qutput: BIFE,
In fact the output i1s only a verb phrase, and it consists of an auxiliary verb “E” and
a verb “FE”. In the Chinese language it is possible that the speaker should only say
a verb or a verb phrase to answer the question of his/her opposite side, but it is very
strange that the speaker only say a verb phrase in his or her fivst sentence. At least the
object of the verb phrase should appear if the agent is omitted. The proper expression
of this sentence is: “(#%) BHEE . .
(4) Input: TZTF R TRy FO L v ZUBHIHNICH» 5 ATF D
Ouiputl: BIEBIGARAHLESST
According to the question mark at the end of thesentence, we can see that it is a query
sentence. In fact the last character 22" in the source sentence states clearly that it is
indeed a query sentence. But in the output sentence there is no mood auxiliary word



“ig”, and there is not any other words to express the query tone. So, the generation
result is not acceptable.

(5) Input: BEALET IV F RV EAATEBBEALET
Output: FET, BARH.
The example seems no big problem just according to the form, but it is really ambigu-
ous. The reason is that the sentence is short of an auxiliary word “#” after the word
“Apzt”. The word “ABizt” is an adjective( or it is treated as a distinction word in some
system), and it can’t be used as the object independently. The right expression should
be made by the following modification: to add the word “#%” after the word “Afk=t”
and to make the phrase “XEsf” become a pronoun, which will play the role of ohject.

The incomplete sentences take a high proportion in the ill-formed output that I
encountered. The ratio is about 60.4%. Although some of them are understandable
and acceptable as [ mentioned above, most of them still remain to be rectified further.

2.1.2 The Redundant Sentences

The redundant sentences also appear frequently in the generation results. In total
50 redundant sentences [ found, 24(48%) sentences contain complete repeated words
like the following examples (6)-(8). The rest of these 50 sentences contain superfluous
words(like the following examples (9),(10) and (11)) or they are written in redundant
expression forms(example (12) and example (13)).
(6) Input: FnZbblk7ey bl nET
Output: &4, X2 £2 SRFE.

(T) Input: BEEY 5 THLL KT W RHEORBEELTT I
Output: BA, & Mol +x 55 8. 55?7

(8) Input: HFIEORNERTCHETOTL A BREBLLEL
Output: BEE BBENL, EHE—T,

(9) Input: FEOLEHKTFHNE L wATTIhed
Oulput: BHITT 8 EWAo

(10) Input: Z+HTT AR B O WHl» D T H
Oulput: =437 FEAMEDH $H 1
In the Chinese language, the word “#" has the same meanings as the word “8/", and
generally they are not used after. The right generation of the example is: “=--41g7 X

MERL b4 7 or =440 KIMEESOHRM T




(11)Input: & 5ThEBN LA TT
Output: KEIFET -
In the example, the adverbs “A” and “fR” are repeated. In the Chinese language,
except the words “481” and “dE#”, a degree adverb is generally not allowed to follow
another degree adverb. The proper result of the example is: XFET .

(12)Input: BAFIOZFIL
Output: Ri B MR
The proper result corresponding to the input should be: f#riiugs

(13)Input: KAL w7 LEF LR EETESEDTA I — U REETT hsEEE
DEERTR EBHDICiR ) T2

Output: ¥Fde, 1, BHEE—THESEMIN - WERNME, X7 HHEE M Ek0GE 25
M7
In result of the example, although the words “#”, “@” and “Z#” that are marked
by underline in the output are indicated in the input sentence, the expression of the
output is very strange. It doesn’t follow the custom of the Chinese language. The
proper result is: WA, (FH)REE—+EBBAMI0CK - WEI/NMNE, Xy () MEEE
Ay

2.1.3 The Sentences with Confusion of Word Order

The word order is often arranged improperly in the Chinese generation, especially the
order of predicate verb. Generally speaking, in Japanese sentences the predicate verbs
are used at the last part of the sentences, but the predicate verbs generally appear in
the first part of Chinese sentences. So, whether the predicate verb is put in proper
position will decide if the result of generation is expressed naturally. See the following
examples:
(14)Input: £HHLTYZ TRy 2a—XAELHLTWEATL L 95
Output: FRATRARN HiE #05y
The right result of the input sentence should be: {7 ERMRMERND

(B)mput: T4 X=—=DT =A%V e BS5ATIBEFEYETTLL Y™
Oulpul: Y&BEMSE), 5 NED
The correct result of the input 1s: “¥E#&#EAY (MLR) Shm K, WEFD? 7.

Besides the verbs, other words are also probably written in improper positions.
As what you already saw in Example (10) given above, the position of adverb A"
is changed in the correct result of generation.



2.1.4 The Sentences Expressing Obscure Meanings

In result of Chinese generation, some sentences express obscure meanings because the
structures of sentences or some words are chosen improperly or even wrongly. In fact
many sentences of source (Japanese) language can’t be translated into target(Chinese)
language sentences one to one. In many cases, it needs two or more Chinese sentences
to express the meanings of one Japanese sentence exactly, it is the same verse while.
Otherwise, the translated result may be obscure, and it will be very hard to understand.
For example,
(16)Input: B WENTHRETTOTT oL LA LB LET
Output: ¥, BHEXER, BRELT.

In output of the example, the phrase marked by underline is very hard to understand.
In fact the meanings expressed in the input Japanese sentence may be expressed clearly

by the following two Chinese sentences: (1) SREELEFMM, (1) BET,

(17)Input: HEB > CFHELAL #DENTIA L BH AL ET
Output: A8, HELUDFINERE, B4, Rk, FIET.
It is the same with Example (16). The part with underline should be described by the

following two simple sentences: (1) (%) 31 TEIAZIRIER, (11) ILEAET .

(18)Input: HLRE L ELAL KT ACR—TLTHOBSEHE» OO IFIH &
RoTEhET
Qutput: LAEE, RAVEERMA—F-LF BRAB I EH 8.
In the example, the meanings of the source language sentence have been expressed in
the target language sentence, but the expression form seems strange. It doesn’t follow
the expression custom of the Chinese language. - The proper output is:“Sz7eifi, 41K
EREMN—F LT BH BT A ®. 7, in which the original word “#H” is changed into
“fH/A”. Another proper result may be: “StfEfit, RAVEREARN—T 6T BITFHEH
. I this result not ounly the original word “f#f" is changed, but also the position of
hI(‘(‘ Chinese characters “gymi” are moved. However, it is (hﬂl(n]i to judge whether
an output sentence expresses ambiguously, especially 1.0 change the structure of output
sentence. '

The [our kinds ol errors and examples listed above only reflect the main problems
in Chinese generation of TDMT system. Actually, in the outpul of gencration, many
trivial mistakes aflect the naturalness of translated results, which can’ be summarized
in details. The anthor thinks that for the current MT systems, correciness is more
important than naturalness.



2.2 Analysis on the Problems

The problems mentioned in the previous sub-section make the author ponder, “what
are the reasons that cause the mistakes or worse naturalness in the target language
generation 7 7 Now the reasons are summed up and analyzed in this section.

1. There is not enough knowledge on the target language to guide the generation
of target sentence.

In research on machine translation, how to build effective knowledge base of the
source language and how to design the algorithms and strategies for parsing source
language sentences have been considered highly in the past decades, but how to use
the knowledge on the target language to guide the generation is often overlooked or not
treated as what is done to deal with the input of source language. The author thinks
that the knowledge on target language is quite important in generation of translated
results. In TDMT system, the sentence of the target language is generated from the
structure which is the result of pattern transformation from the input to output. In
fact, the structure of transformation maybe is wrong. See the following example.

(19)Input: EbbD LA TOEHBTHHIIREALLEDLAVEECET
The structure of transformation:

((L,(PRON %)
(VERB #8))
(L, (NP (NP(NOUN mp—7k)
(NP(AUX #9)
(NOUN 28!)
(NOUN i) ))
(L3 ((PP(PREP #%F)
(NOUN 228%)
(NOUN 3ix4))
(VP(VERB &H)
(PRON 4+4.)
(NOUN KZ1))))
)

Outpul: FAEM—HABFBEE, XTERHXSE BHTAR.

The output sentence seems very strange. According to the grammar of the Chi-
nese language, the structure of transformation is ill-formed. In the structure of trans-



formation, there are 3 levels: L;, L, and L3. The preposition phrase(PP) “3%:F&#ix
A" acts as the role of subject of Ls. L3 is a clause(CS). But we hardly find proper
syntactic rules of Chinese for generating the corresponding parsing tree. Here, L; may
be parsed by the following rules:

NP + NP = NP
PREP + NP — PP
PRON + NP = NP
VP + NP = VP
PP + VP — CS

In the structure of transformation, Lo, which consists of NP and L3, may con-
struct a sentence(S) by using the following rule:

NP + CS =— S

Thus, if L, is an independent sentence, L; will become superfluous. If L, is not
an independent sentence, “PRON + VERB + NP + CS” is also a superfluous structure
and it can't form a grammatical Chinese sentence.

According to the custom of the Chinese language, the output is unnatural and
awkward. If a person expresses the sentence, PP is generally used at the beginning of
a clause or a sentence and plays the role of adverbial respectively in the clause or in
the main sentence.

The probable structure of transformation of the example may consist of 2 levels
as follows:

((Ly(PRON %)
(VERB #))
(Lo ((PP(PREP #F)
(NOUN %2%)
(NOUN ix%))
(NP (NOUN mp—7h)
(NP (AUX #)
(NOUN 231)
(NOUN jBHE)))
(VP(VERB &%)
(PRON 44.)
(NOUN R50))))

|



Output: FERTFEEXE, WB—MARUKEE (5) BETAR,

In the structure, the PP({“3:F###ix A" ) plays the role of adverbial in clause L.
The adverb “#” is a word that is expected to be added. The proper result may also
be constructed as follows:

((PP(PREP %T)
(NQUN %#)
(NOUN ix&))
(PRON %)
(VERB #8))
(CS (NP(NOUN mp—#h)
(NP (AUX #)
(NOUN 3E!1)
(NOUN i) ))
(VP(ADVERB #b)
(VERB #%)
(PRON H4)
(NOUN X21))))

Output: #TFEEXE, RAEM—MERMEE (5) EHaE.

In the result, the PP{“%F&#ixs") acts as the role of adverbial of the main sen-
fence.

From the example we can see, besides checking the rationalization of generated
structure, it is necessary to check whether some words in the generated result are
superfluous, conflict or even wrong in semantic. It is also important to make the gen-
erated result follow the expression custom ol target language. The author believes that
it is beneficial to build a knowledge base on the target language and it is possible to
guide the generation or to judge if the generation result is grammatical by using the
knowledge of target language.

2. The one-to-one pattern from the source language to the target language can’t
deal with the source sentences with rich meanings.

In real corpus, some sentences of source language can be translated into target
language one-to-one, but some of them can not be translated divectly. 11 1s hard to
find a specific pattern of translormation corresponding to the source sentence or phrase,
such as Iixample (16) and Example (17). In this case, 1 1 n (n € Interger and n > 1)
pattern is needed. Here, n is a variable, and its value is different for different input.

oo



However, it is difficult to select proper patterns in the mechanism of generation, but
it is possible to generate the sentence of target language according to the semantic
understanding results of the source sentence. If so, the structures of output sentences
will not be limited by the source sentences. '

3. The proofreading mechanism is needed to correct the results of generation.

Whatever happens, the improper results may exist. So, an MT system needs a
special mechanism for proofreading the results of generation. However, the strategies
for proofreading should be different from what is used in procedure of generation.

As it is analyzed above, the author thinks that the procedure of target language
generation is an opposite one of source language analysis, and it is the same with
parsing the source sentences, it is necessary to join multiple methods and strategies
together in generation of target language.

3 Strategies for Chinese Generation and Proofread-
ing
According to the ideas presented in the previous section, the author proposes strategies

for generating and proofreading the output of Chinese sentences in this section. All
strategies are built based on the knowledge bases.

3.1 The Knowledge Bases
3.1.1 The Syntactic Rule Base

The syntactic rules will be used in generation of the output sentences to check whether
the structures ol generated sentences are grammatical, or used in analysis of phrases,
which is done in performing the related operations defined in the expression custom
base. I'or description of the parsing rules, the part-ol-speech of the Chinese langnage
is classified. In our classification system, the part-ol-speech includes noun(N), place
name(W), direction word(I"), time word(T), numeral(Q), classificr(L), pronoun(P),
verb(V), auxiliary verb(X), judgment verb(J), adjective(A), adverb(D), preposition(R),
conjunction(C), auxiliary word(H), mood anxiliary word(M), sound imitation word(Y')
and idiom(I). The total number of the kinds of part-of-speech 1s 8. Division and ex-
pression of part-ol-speech are described in detail in another report. The parsing rules
are expressed as [oHows, and the main parsing rules for the Chinese langnage are de-
scribed in the report titled as “The Part-of-speech and Parsing Rules for the Chinese




Langunage:

N + N = NP

NP (NHuman) + WP + “A”"=— (S
NP + C(Cwp/Ccw) + NP =— NP
NP* + VP — CS

3.1.2 The Word Restraint Base

The word restraint base is designed to eliminate all probable repeated words in Chi-
nese sentences, like “STHEITIE", “FiEFE" or “£HEH” etc. In the Chinese language.,
some words may be used to express some special meanings in repeated forms, such as

“PEdEE ER" or “BEEEXMIE etc. But some words are never allowed to write in
repeated form, such as the words “FF#8” or “£81” etc. So, it is possible to build a base
which records what kind of Chinese words maybe appear repeatedly and what kind
of Chinese words are never allowed to repeat. The following shows a possible word
restraint base designed by the author.

Format:  #Pos: Expression;

where, “Pos” is a letter of part-of-speech of Chinese words, and the “Expression™
is a symbol, a figure or an expression. Different “Expression” expresses different re-
quirements. It is explained respectively as follows.

#N: 0; In the Chinese language, all nouns are generally not allowed using in
repeated form. If a noun is repeated, the repeated ones will be deleted. In the following
items, it is the same with the meanings if the “Frpression” is (.

#P: O;

#Q: *; It means the numeral is allowed appearing repeatedly any times.

#V: -, If a verb is used repeatedly, it is only allowed appearing once. e.q., &
F". If there is any cxtra repeated verb, the extra onc will be deleted. In the following

ilems, it is the same with the meanings if the “Ixpression” is <27,
#X: -;
#A: -,

#D: $3k% (Right:A), $45) (Right:A); In all adverbs of Chinese, only two
words “EE” and T may be repeated when the right word is an adjective. If any
other adverh is writlen in vepeated form, or the conditions in the brackets after these
two words are not salisficd, the repeated adverbs will be deleted,

#C: 0;

#L: -,

b

10



#R: 0;
#H: 0O . ;
#F: 0;

#Y: 3; A sound imitation word is allowed appearing repeatedly 3 times at most.
e.q., ‘FEEEER”. If a sound imitation word repeats more than 3 times, the extra ones will
be deleted.

#I: 0;

#J: 0,

#M: O;

#T: 0;

#W: O;

The “Expression” may be expanded by using defined logical expression.

3.1.3 The Expression Custom Base

In this base, some basic expression customs in the Chinese language are listed, which
is used to find and eliminate some strange expressions in the generated results. The
format of the records in the base is defined as follows:

#Conditions — RChoice;

Where, “Conditions” is expressed by symbols of part-of-speech or words, and the
“RChoice” is result after modification operation. See the following examples,

# N, ANy, 1 N3 = N;, Ny 81 Ny; Here, Ni, Ny and N3 are all nouns.

# AL Ay i As B = AL Ay Az 85 In this rule, Ay, AyandAz are all ad-
jectives. ~
# Ry By = Ry; Where, both Ry and R, are prepositions.
# H, Hy = H,; Where, both H, and Hy are auxiliary words.

Most of the probable rules in the expression custom base may be provided by
Chinese linguists, and some of them may be obtained by statistical method. For exact
description of conditions in the rules or in the syntactic rules, the semantic information
of Chinese words may be involved.

3.2 The Strategies

The strategies for proolreading the generated sentences are based on the knowledge
bases mentioned above. The basic procedure 1s described roughly as follows.

11



Input: A Chinese sentence or a phrase. FEach word in the sentence or phrase is
given the part-of-speech;
Qutput: The sentence or phrase that is rectified by the proofreader.

Assume all input sentences are generated under the guidance of the syntactic rules
of Chinese. So, the structural nationalization of the input sentences will not be treated.

Procedure:

Step 1:  The proofreader reads words one by one from the left to the right of
input, and looks for any superfluous repeated word according to the word restraint base;

Step 2:  The proofreader analyzes the result of Step 1 and checks whether some
expressions in the result violute the customs of Chinese according to the expression
custom base. If it violates, the related operations will be performed.

Step 3:  The proofreader gives the result and then returns.

4 Discussion

In this section, the author proposes three topics for further research of Chinese gener-
ation in TDMT system, and each topic is discussed in detail as follows.

1. Research on strategies for generating sentences when some necessary patterns
are absent.

The patterns are very important or even.an ouly evidence to generate the sen-
tences of target language. However it is impossible to find all patterns that cover all
linguistic phenomena for the specific language pair(the source language and the target
language). So, it is unavoidable that some necessary patterns are lacking for special
sentences. In this case, how to generate a translated result according to the partial
parsing results consequently becomes more meaningful.

2. Research on strategies for consfitute combination and rearrangement.

Presently, in results of TDMT system, some translated sentences are often ex-
pressed by several separate constitutes like the lollowing 2 examples:

(U)(() SEBMBEMTERBIFYI VALT 2L 98 7 A TCCHELTH D 0T
_3_”)



(2)((J “CEZRCHBHEA VICLCHEL LTWAREEFTHIS LT ")
(“BafE, W, 83, ATLAB? 7. 5.928823))

These two sentences are not natural but their meanings are obviously shown. A
Chinese speaker can find the respective result easily as follows,

(1) SAVEEREEMTEET, TUHE—,

(2) REIETERN, AT,

So, we have ground to think that it is very possible to rearrange the separate con-
stitutes and to generate more natural sentences. It 1s very meaningful and beneficial
to improve the naturalness of output in TDMT system.

3. Research on strategies for topic spotting and sentence reconstruction.

In some translated results of TDMT system, the order of words or phrases are
confused, or the generated sentence is just a part of the result. The expressing mean-
ings of the results are not very clear, but there is no big a problem for a Chinese speaker
to understand what meanings the output sentences express. For instance,

Input: “FRNETENRTTHREARE DS 5THENVE BT FTATEDAAD
% Ly)nﬁ“/\ V‘& & vElE’\ 5 Ajfs—j—zr);n
QOutput: “FF, BliF. B AARBECHEESTF, FUE— R RIFIR? «oreeereres 8,7

The meanings of the output may be expressed: “HE¥y (AR aANE) RAKIEES, B
DI 2 DR BRIEX —HE ST, 7. As it is known to some people, in some special cases, a
Chinese{or a Japanese) person can understand most of the meanings of a Japanese(or
Chinese) sentence just according to some Chinese characters. This phenomenon has
the author think that maybe there is a way to pick out the topic of the input sentence
according to the parsing results, and the output sentence may be rebuilt according to
the topic and some words.

Any how, research on every topic mentioned in the section will involve many
problems of natural language processing, including syntactical analysis, semantic anal-
ysis and context analysis in the Chinese language. Iowever, to combine the different,
strategies and methods must be beneficial and practicable.
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