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Abstract 

002 

In this paper, we propose a dialogue model based on data transfer. ¥i'¥Te deal with the clia― 

logues having a goal of knowledge acquisition of a designated fact, such as hotel reservation 

and route guide. 

In this model, a dialogue is regarded as a sequence of inner states representing agents' 

beliefs, ancl a new modal operator need-to-know is introduced to describe the timing of 

utterances. For example, when an agent is conveyed some specific fact, she believes that 

she needs to know another related fact. Then, the belief (called a seed) invokes the next 

utterance. ¥Ve show that this mechanism is simple enough to implement. 

Moreover, interactive belief revision can be handled in this model. If each data is repre-

sentecl as a proposition, we cannot express inconsistency between a pair of data. Thus, we 

use a data type feature, which is the pair of a label and a value. If two features have the 

same label and different values, then they are inconsistent. ¥Ve show that the processes of 

confirmation and correction to achieve the mutual belief can be treated in a uni:fiecl manner. 

◎ 株式会社エイ・ティ・アー）レ音声翻訳通信研究所
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1 Introduction 

In the research areas of dialogue processing or discourse understan出ng,various mod-

els for giving semantics to dialogues have been proposed so far. Among such models, 

the goal-oriented dialogues are mainly investigated in the :field of computer science 
and artificial intelligence [A且95l[CL90a][CL91][GS90][Per90]. In these models, a 
goal is regarded as what is achieved by the sequence of actions, and each utterance 
corresponds to such an action. 

On the other hand, when we look into the corpus of travel dialogues of ATR, 

we can find many dialogues whose goal is the knowledge acquirement of designated 
fact rather than the achievement of several actions. This corpus is a collection of 

spoken dialogues on topics such as hotel reservations and route guides. In such 

types of dialogues, it is more natural and appropriate to regard an utterance as a 

transmission of data such as date, roomtype, landmark and so on, rather than as an 
action to achieve a goal. 

In this paper, we propose a dialogue model based on data transferred via utter-
ances. A dialogue is regarded as a sequence of inner states representing the agents' 

beliefs, which are revised according as a dialogue proceeds. 

In classical models based on inner as11ects such as knowledge, belief, intention 
and so on [CL90b l[Per90l[RG91], the process of generating an utterance is explained 

in a detailed maimer. Therefore, it is almost impossible to implement the process, 
although those models are effective on giving the reasons for the utterance by ana-

lyzing a given出alogue.

Our purpose is to 1nesent a model that is implementable as a human-computer 

dialogue system with a spoken language interface. 
For this purpose, we use the following two notions to describe inner states. 

First, we introduce the notion seed to show the invocation of the next utterance. 

It is represented using a new modal operator need-to-know. For exam1)le, for a 
hotel reservation, utterances 011 payment or arrival time do not occur until the guest 

expresses her decision to make a reservation on a specific condition. The seed is used 
to show the timing of an utterance on a specific topic. Once a fact is believed, then 

the belief is kept unless it is explicitly negated. On the other hand, the seed is a 

temporary element that appears when a specific fact is known, and that disa.11pears 

when the corresponding utterance occurs. 

Another notion to be introduced is a featzffc, which is a well-known concept in 

describing grammar of natural language [Ait86]. In most dialogue models proposed 
so far, only beliefs 011 propositions are treated. However, we ca.r1 :find many con:fir-

mations (including "yes" or "uh-huh") and several rnrrections caused by mishearing 

in the corpus of spoken dialogues. In order to treat such phenomena, we need a 
more expressive language. 

Consider the following utterances. 

A: The guest's name is Ann. 

B: The guest's name is Bob. 

C: The date is January 10. 
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The pair of A_ and B is a contradiction, while any other pair is not. However, 

if we use propositions to formally represent these utterances, we cannot express the 
c011tradiction in a simple manner. The feature is a pair of a feat1tre label and a 

加 tureもcdue.If two features have the same label and different values, the11 they are 
inconsistent. In this example, the data are denoted by〈name,Ann),〈name,Bob〉,
〈date,Ja凡10),respectively. Moreover, the belief over a partner's belief is only ob-
tained by communication via utterances in a distributed environment. Thus, we 

sometime revise not only one's own belief hut also the partner's belief, Therefore, 

it is essential to deal with confirmation and correction. Tl1e feature can provide an 
intelligent treatment of con丑rmationand correction process. 

This paper is organized as follows. After explaining basic concepts in Section 2, 
we }Hesent the framework in Section 3. In Section 4, we show the mechanism of 

dialogue processing in this model. In Section .S, we discuss mutual belief and belief 
revision. In Section 6,、'fieshow some logical properties of this model and also show 
relatedvヽorks.And且nally,we show the conclusion in Section 7. 

2 Preliminaries 

¥Ve assume that the dialogue is undertaken between the agents a and ,8. 

2.1 Modal Operators 

K and B are well-known modal operators that represent knowledge and belief 

[FH88]. We use B, the operator of belief, since an agent's belief is not always 

true 1. In addition, we introduce a new modal operator N to represent the causes 

of an utterance. B匹 indicatesthat an agent 0; believes⇔, and N四 indicates0c 

疇 d-toknow cp. B satis且esKD4.S logic [Che80]. N is 11011-contra.dictory, since an 
agent does not need to know both of cp and亨. N is not introspective, since an 
agent does not need to know what she needs to know nor what she does not need 

to know. It follows that, 八'satis廿esKD logic. 

2.2 Feature 

Definition (feature) 

The form of〈P,V〉iscalled a加 t・ure,where Pis a feat・ure label and V is a feature 
value. 

A feature label is a constant ;:i,nd a feature value is either a variable or a constant. 

If two features have the same label and different values, then they are inconsistent. 

Hereafter, we refer to the feature〈P,V〉byits label P and call V as "the vn.lue 
of P." ¥Ve use the complete form Ba〈P,c〉toshow the fen,ture only ,vhen it is 
necessary. 
→〈P,c〉denotesthat the value of P is not c. BcvP believes the value of P, a叫
N。Pdenote that 0: .needs to know tl1e vr1.l11e of P. 

1 Sometimes it is defined in the form: }丘⇔ 三 B匹 I¥'P.
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3 Framework 

3.1 Description Language 

fact 

A fact is represented in the form of a feature or its negation. 

belief 

A belief is represented as either of Bc,,c.p or BaB。c.p,where 0:,,8 are agents (probably 
a= /3), and c.p is a fact. 

seed 

A seed is represented in the form of BaNfJ<p, where a,(3 are agents (probably a:= ,6), 

and c.p is a fact. 

It shows that a believes that f3 needs to know c.p. 

(inner) state 

An inner state is a set of beliefs and seeds. 

utterance description 

E-ach utterance is described either as request or inform. 

• req1test(a, /3, P) 

a requests from /3 the value of P, where P is a fact. 

• inform(a,,6,P) 

a informs /3 of the value of P, where Pis a fact. 

3.2 Utt erance Generation Rule 

An uttera11ce generation rule indicates the putting of seeds for the next utterance 

when the inner state satisfies some condition. It is represented in the following form: 

B四 l/¥ ... 八B四 K八,B匹 k+l(¥・ ・ ・ 八,B四 n-+ BaNf3Q1 I¥ ... 八BaNf3Qm
where切1,... , !.f!n and Qぃ..., Qm are facts. 

This formula shows that when o: believes <p1, ... , <pん;,and does not believe臼+1,・ ・ ・, !.f!n, 

then she believes that /3 needs to know Q1 ... , Qm, If o: = (3, then B訊 ,13Q1,・・・,Ba的Qm
are the seeds for rcqv,c.st, and if O'. /: ,8, then they are the seeds for -inform. Each 

rule is applied only once during a dialogue. 

Each agent has the common domain-dependent knowledge in addition to the 

general a泣omsand inference rules. The utterance generation rules can be derived 
from the domain-dependent knowledge. 
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Domain-dependent knowledge V is represented as a set of logical relations in the 

following form: 

Pi/¥ ... /¥凡一 Q

,vhere A, ... , Pn, Q are facts. All the facts appeared in V are partially ordered. 
That is, for a pair of facts P and Q, the relation 

P<Q 

holds. This means that the request for Q is not performed until P is believed. 

Derivation Rule 1 If P < Q, two rules are derived. 

{ 7 恥 P-BCY芯 P
B』P八,BCYQ-BCY芯 Q

. . 
Der1vat10n Rule 2 If both of P < R and Q < R hold, the following rules are 
derived. 

{~!:~:; 二
BaP八BaQI¥ ,BaR-+ Ba芯 R

．． 
Derivation Rule 3 If both of P < Q and P < R hold, the following rules are 
derived. 

｛ご二QN':_;Bふ Q
B°'P八,B°'R_,_ B°'N c,R 

These derivation rules can easily be extended for the case of more than three pairs 

of facts. 

4 Mechanism of Dialogue Processing 

vVhe11 an utterance is made, it affects the current inner state's transit to the new 

state, and then seeding is performed in the ne、1vstate to invoke the next utterance. 

4.1 State 

Each a.gent has her inner state that changes according as a. dialogue proceeds. A.s-

surne that the state transits from Si-l toふbyan utterance附(i= 1, ... , n). Then, 
theヽ;vholedialogue corresponds to the finite sequence of the inner states as follows. 

S。呉凡器．．．器 Sn.
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the initial state 

The dialogue starts from the state ¥vith a且ofthe beliefs of o; and /3: 

s。={B』¥,••• ,Balぢ，恥Qぃ...,BμQm} 
where Pい..., Pn, Q1, ... , Qm are facts. 

． 
consIStency 

For any set of beliefs 1/, 圧，．．．，心nin a state S, if心1I¥・ ・ ・I¥ 1Pn —+ false does not hold, 
then S is said to be consistent. 

mutual belief 

For a fact P, if all of BO! 〈P,C), Bf3〈P,C), BO!B,e〈P,C), B;3BO! 〈P,C) are included in 
some state, then〈P,C) is called a rnutzwl belief between 0; and /3. 

success of dialogue 

Let S be a state. If S satisfies the following conditions, then we say that the dialogue 

s1.1,cceeds. 

l. S'is consistent. 

2. There e対st店，．．．，応 ES'such that釘八...I¥心n-+ Ba,P where Ba,P corre-
sponds to the goal. 

4.2 
．． 

State Trans1t10n 

vVhen a,n agent receives an utterance as an input in the state Si-l, the state transits 

to Si according to the following procedures. 

request 

If Ba,Na,P E 5¥_1 and Ba,P (/_ 5';_1, then request(a,/3,P) occurs. As a res1ut, 

ふ=(5',_1 -{Ba,Na,P}) U {BμNa,P} holds. This means that if a believes that she 
needs to know P and she does not know it, she requests from f3 the value of P. As 
a result, f3 has become to believe that a needs to know P . 

. 
inform 

If Ba八TμP,BaP E S'; 一1,then inf arm occurs, Let 5'be a set (S'i-t -{B叫iYμP})しl

{B13恥 P}u {恥P}.

1. If S'is consistent, ふ=S. This means that if a believes that /3 needs to know 
the value of P and a knows the value, then o: informs /3 of the value. As a 

result, /3 has come to believe the fact that ct believes it as well as the value 
itself. 

ご
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2. If S'is not consistent, let Pi and P2 be the abbreviated forms for〈P,C'1) and 
〈P,C2), respectively, where C1 =/ C2. Assume that J分isthe fact just informed, 
whereas P1 is an older one. 

(a) If BaFらisa stronger belief than BaA, then Si = Si-l -{Ba圧｝一
｛恥BfJPけ.That is, her own database is corrected. Note that if either 
恥 A or BaBf3P1 does not exist, then ignore it. 

(b) If Ba圧 isa stronger belief than B叶)2,then S¥ = S¥_1 -{B』召｝一
{BaBf3A}. That is, she rejects the new data to believe, although she 
changes her belief on her partner's belief. Note that if either BaP2 or 

B』ゎP1does not e立st,then ignore it. 

4.3 Seeding 

In the new state, seeding is performed to invoke the next utterance. 
Let the utterance generation rule be: 

B四 1八...I¥ B四 kI¥ ,B四 k+lI¥ ... 八,B四 n-+BaN心1/¥ ... 八BaNμQm
where <p1, ... , i.pn and Q1, ... , Qm are the facts. 
Then, seeding based on this rule is applied as follows. 

If Bai.pl,・,,,Be, 切； E Si and Bai.pk+l, ... , Ba<pれ(/. Si, then add 

恥凡Q1,••·,BalVf3Qm to 5¥・

example 1 a simple dialogue 

g: Yes, that's fine, thank you. 
c: Thank you very much. 

May I have your name, please? 

g: Yes, my n謳 eis Amy Harris. 

This is a part of the dialogue about a hotel reservation, where g, c stand for a 
guest and a hotel clerk, respectively. At this point, tl1e guest gets enough information 

and finds that the room satisfies her condition. The first utterance shows her decision 

to make the reservation. It is represented as切form(D, c, dee). The corresponding 

utterance generation rule is shown below: 

Bc(dec) - Bふ (name)八Bふ (pa.ym)八凡Nc(arr・加）．

This denotes that when the hotel clerk knows the guest's decision to make the 

reservation, then he believes that he needs to know the guest's name, the method 

of payment and the arrival time. The rule causes the seed to invoke the second 

utterance reqw.:st(c,_r;,na.mc). Then, the second utterance causes the seed for the 

third 11tterance represented as inform(g, c, name). For the other seeds of po、ymand 
a.rr・iv, the corresponding utterances will occur in the future. 
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5 Mutual Belief and Belief Revision 

5.1 Confirmation 

Confirmation is regarded as a process of repeating the obtained information. This 

means that when an agent knows a fact, then she believes that the partner needs 

to know the fact. Therefore, when inf orm(/3, a, P) is followed immediately after 

切form(o:,/3, P), it corresponds to confirmation of the fact P. 
The utterance generation rule for confirmation is represented as: 

恥P-+BfJNaP. 

Assume that the first informed fact may not be correctly conveyed, but all of 

the other utterances in the confirmation and correction procedures are correctly 

conveyed. 
Figure 1 shows the state transition for confirmation. The left side shows a's 

inner state. The big circle shows a's own belief and the small one shows a's belief 

of (3's belief. The dotted circle shows the seed. They are similar to the right side 
showing (3's inner state. In the figure, A and P2 are the facts that have the same 
feature name and different feature values:. In addition, we sometime say that an 

agent believes Pぃinsteadof saying the value of P1・
In state S1, a believes P1, and she believes that f3 needs to believe it, then she 
informs ,e of A. As a result, since no contradiction is found, new information is 
put to (3's inner state. However, A may be incorrectly conveyed, so we add P2 as 
the belief of (3. Then, the seed BfJN。乃 isinvoked by an utterance generation rnle 
(state 82), and /3 informs a of P2 as a confirmation. If A is equivalent to P2, then 
the state transits to Sふinwhich P1 is a mutual belief. 

5.2 Correct10n 

The utterance generation rule for correction is represented in the following form: 

恥 PiAB』B13P2-+BaN13,P2 AB°'心A
where P1 and P2 are the facts that have the same feature name and different feature 

values, and a, /3 are distinct agents. 

The rule for correction is selected with the highest priority if there are several 

utterance generation rules that can be applied. 

If A is not equivalent to P2 in the state /h in Figure 1, then a rejects accepting 
P2 as her own belief, since B』凡 isa stronger belief than B』召.Then, the utterance 

generation rule for correction is apJ)lied to invoke the seeds B砂屠→さ andBふ P1・
This means that a believes that /3 needs to know , 凡 andthe correct value P1 

(state S~). So she informsサさ.Then, /3 revises his belief, since B13→ P2 is a stonger 
belief than B13P2 (state S4). a also informs P1. Since no contradiction occurs, it 

is accepted as /J's belief. Then, the utterance generation rule for confirmation is 

ap})lied to invoke the seeds B13N°'Pi (state Ss)-
After a's belief is revised again, the state fo1ally transits to 86 where the mutual 

belief of A between a and /3 can be obtained. Note that the beliefs of ,Fらare
redundant but do not contradict the main mutual belief. 

r
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Sr 

S2 

< 
inform (confirm) 

S3 

Figure 1: State transition for confirmation 

example 2 mutual belief 

g: Telephone number is 213,443,1700. 

c: All right, your telephone number there 

is 213,443,1700. 

Assume that Pi denotes the feature〈tel,2134431700). Then, the state transition 
5¥, ふ，5'3in Figure 1 occurs, and :finally Pi becomes the mutual belief. 

example 3 mishearing and correction 

g: Telephone number is 213,443,1700. 

c: All right, your telephone number there 

is 714,443,1700. 

g: No, the telephone number is 213,443,1700. 

c: 213,443,1700. I'm terribly sorry. 

Assume that P1 and P2 denote the features〈tel,2134431700) and〈tel,7144431700), 
respectively. Then, the state transition S'i to 5'6 via Sf in Figure 1 and Figure 2 
occurs, and恥 ally,P1 becomes a mutual belief. 

6 Discussions 

6.1 Logical Properties 

¥Ve show several properties on the proposed model. Each of them can easily be 

proved. 
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S3 

::,, 

inform (correct) 

S4 

Ss 

c:: 
inform (confirm) 

s6 

Figure 2: State transition for correction 
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Propositionl. 

Assume that mishearing never occurs. Let S; be an inner state. For a11y fact P, 

if BCY芯 PE 5¥, thenヨj:2: i s.t. BCYP E Sj・
Proof) 

l. BCYP E 5¥ 
Trivial. 

2. B』Jrt 5¥ 
request(a, ,8, P) occurs, and as a result, B(J恥 PES註1holds. On the other 

hand, since BCYP E 5'; 十1holds by the 1rnrsistency of the belief, inform((], a, P) 

occurs. As a result, BCYP E 5';+1 holds. 

This proposition indicates that if an agent believes that she needs to know some 

fact, then she will become to know the fact. 

Proposition2. 

Assume that mishearing never occurs. Let Si be an inner state. For any fact P, 

if恥 Prt Si, thenヨj:2: i s.t. BCi芯 pE S'j. 
Proof) 

Let G 1Je the utterance generation rule that has Bet芯 Pontl1e right-hand-side. 

The left-hand-side comprises ,Bc,N CYP. 

l. G is in the form: 丑ら凡p....¥, BCY応 P.
It is trivial that Bか心PE5'; holds. 

2. G is in the form: 遣ぃ芯P八恥Q....¥, BCY芯 P.

(For a simple explanation, we assume that the left-hand-side comprises only 

two terms without losing generality.) 

If BCiQ E Si, then BCi凡 PE 5';. Otherwise, BCY芯 QE Si hold, since ,BCiQ-+ 
BCi凡 Qshould exist. Therefore, :lj :2: i s.t. B。PE Sj holds by Propositionl. 
Thus, BCY芯 pE 5'.i・

This proposition indicates that if an agent does not know some fact, then she 

will become to believe that she needs to know the fact. 

Proposition3. 

Dialogue succeeds in the :finite number of utterances on the assumvtion that 

m1sheari1世 neveroccurs. b 

Proof) 

It is trivial by Propositionl and Proposition2. 

For the sta.te transition algorithm, the following property holds, which is easily 

be proved. 

Proposition4. 

(1) When new information BパP,C〉isgiven at a state S, then 5'U BCY〈P,C〉is
consistent if BパP,C'〉isnot included in S where Ci-C'. 
(2) ¥Vhen new information BCYB/J〈P,C〉isgiven at a state 5', then 5'U BCY〈P,C〉
is consistent if BCYB13〈P,C'〉isnot included in S where C # C'. 
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6.2 Related Works 

Sadek et al. proposed the formalization using first-order modal language and ap-
plied the theory to the dialogue system with spoken dialogue interface [SBP97]. 

This work is valuable in the sense that an application to the real-world problem is 
demonstrated, however, the function of the system is a simple information retrieval 

in which the theory seems not to be fully used. 
There are many studies on handling the inner state of agents 

[RG91][SC94][WJ94]. Ill most of these studies, new information comes synchronously 
as an observed fact between the agents, while an agent can only get new informa-

tion by hearing from the partner in our model. In addition, they did not discuss the 

correction of the other's belief. 

In the studies on belief revision [AG:rvl8.5l[GM88], belief revision of one's own 
database mostly has been discussed, but active revision of a partner's database has 

not been discussed. In this }Japer, we show the procedure for interactive belief 

revision and show the final achievement of the mutual belief. 
Although one may argue that mutual proof should be defined as the infinitely 

11ested form of a's belief on /3 and ,6's belief on a, this is too complicated to be 
implemented and the nesting of two-layers is adequate for our purpose. 

After the utterance of informing some fact, it is not clear whether the agent who 
states the fact becomes to believe that her addressee believes the fact. The agent 

becomes to believe it in some models [Per90], and in others [Mey94], it does not. In 
our model, it does not, because of the possibility of mishearing. 

7 Conclusion 

¥Ve have presented a dialogue model based on data transfer and discussed the belief 

revision 1)Tocedure in this model. 

In the model, a dialogue is regarded as a sequence of inner states representing 

the agents'beliefs, which are revised as a dialogue proceeds. 

We have introduced the following two notions to describe im1er states. 

l. .seed 

This is a temporal element in the i1mer state and it is described using a new 

modal OJ)erator need-to-know. Thus, we can deal with a topic change and 
give a simple mechanism for invoking an utterance on specific contents of 

information. 

2. feature 

This is a data type of the pair of a certain name and the value. Thus, we can 

intelligently deal with the process of confirmati011 and correction process. 

v¥「ehave also shown that the correction procedure of the partner's belief as well 
as the agent's own belief as a result of mishearing. 

These characteristics can make some of the most essential mechanisms possible 

for constructing a dialogue system with a spoken language interface. 
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In this paper, although we only dealt with a simple belief revision resulting from 

mishearing, in the future weヽ1villconsider verifying significant case of belief revision 
caused by a lie or anticipation in this model. 

References 

[AGM85] C. E .• .¥.lchhourr6n and P. Gadenfors and D. Makinson .. On the logic 
of theory change: partial meet contraction and revision functions. Journal of 

Symbolic Logic, 50(5):510-.530, 1985. 

[Ait86] H. A『t-Kaci.An Algebraic Semantics Approach to the Effective Resolution 

of Type Equations. Joitrnal of Theoretical Computer Science, 45:293-351, 1986. 

[All95] James凰 en.Natural Lang1tage Understanding (second edition). The Ben-

jamin/Cummings Publishing Company, Inc, 1995. 

[CheSO] Brian F. Chellas. Modal Logic: An Introduction. Cambridge University 
Press, 1980. 

[CL90a] Philip R. Cohen and Hector J. Levesque. Rational Interaction as the Ba-

sis for Communications. In P. R. Cohen, .J. Morgan and M. E. Pollack(eds.), 
Intentions in Communication, pages 221-256, The MIT Press, 1990. 

[CL90b] Philip R. Cohen and Hector J. Levesque. Intention is Choice with Com-

mitment. Artificial Intelligence, 42(2/3):213-262, 1990. 

[CL91] Philip R. Cohen and Hector J. Levesque. Con升rmationand Joint Action. In 

Twelfth International Joint Conference on Ar瑾cialIntelligence, pages 9.Sl-957, 
1991. 

[FHSS] Ronald Fagin and Joseph Y. Halpern. Belief, Awareness, and Limited Rea-
soning. Art~ 五cialIntell-igence, 34(1)39-76, 1988. 

[GM88] P. G恥lenforsand D. Makinson. Revisions of Knowledge Systems Using 

Epistemic Entrenchment. In M. Vardi(ed.), Proceecl-ings of the Second Confer-

切 ceon Theoretical Aspects of Reasoning abov.t Knowledge, pages 83-95, Morgan 

Kaufmann, 1988. 

[GS90] Barbara .J. Grosz and Candace L. Sidner. Plans for Discourse. In P.R. Co-
hen, J. Morgan and M. E. Pollack(eds.) }n.tentions in Comimmication, })ages 

417-444, The MIT Press, 1990. 

[Mey94] Ron van der Meyden. Mutual Belief Revision (Preliminary Report). In Pm-

ceedings of Internat-ional Confr;rence on Pr-inc-iplcs of Knowfodge Representation 

and Reasoning, pages 595-606, H)94. 

[Per90] C. Raymond Perrault. An Application of Default Logic to Speech Act The-

ory. In P. IL Cohen, J. Morgan and M. E. Pollack(eds.) Intentions in Cormmmi-

cat-ion., pages 161-185, The MIT Press, 1990. 

12 



[RG91] Anand S. Rao and Michael P. Georgeff. Modeling rational agents within bdi-

architecture. In Proceedings of International Conference on Principles of Knowl-

edge Representation and Reasoning, pages 473-484, 1991. 

[SBP97] M. D. Sadek and P. Bretier and F. Panaget. ARTIMIS: Natural Dialogue 
Meets Rational Agency. In Fifteenth I1泣 rnationalJoint Conference on Artificial 
Intelligence, pages 1030-103.S, 1997. 

[SC~4] Ira A. Smith and Philip R. Cohen. Toward a Semantics for an Agent Commu-
mcations Language Based on Speech-Acts. In National Conference on Artificial 
Intelligence, pages 24-31, 1994. 

[WJ94] Michael VVooldridge and Nicholas R. Jennings. Formalizing the Cooperative 

Problem Solving Process. In Proceedings of the 13th International Workshop on 

Distributed Artificialわtelligence,pages 403-417, 1994. 

13 




