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In the first part of this report (appeared as a full paper as [16]), a regular recurrent neural 

network (RNN) is extended to a bidirectional recurrent neural network (BRNN). The BRNN can 

be trained without the limitation of using input information just up to a preset future frame. This 

is accomplished by training it simultaneously in positive and negative time direction. Structure 

and training procedure of the proposed network are explained. In regression and classification 

experiments on artificial data, the proposed structure gives better results than other approaches. 

For real data, classification experiments for phonemes from the TIMIT database show the same 

tendency. 

In the second part of this report, it is shown how the proposed bidirectional structure can be 

羹 ilymodified to allow efficient estimation of the conditional posterior probability of complete 

symbol sequences without making any explicit assumption about the shape of the distribution. 

For this part, experiments on real data are reported. 

◎ ATR音声翻訳通信研究所

◎ ATR Interpreting Telecommunications Research Laboratories 

*K.K. Paliwal was with the ATR Interpreting Telecommmucations Research Lab., 2-2 Hikari-dai, Seika-cho, Soraku-gun, 

Kyoto 619-02, JAPA!'-i, on leave from the School of Microelectronic Engineering, Griffith University, Brisbane, QLD-4111, 
Australia. 


	001
	002
	003



