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In conventional speech recognition systems, after input speech is pre-processed by speech anal-

ysis, recognition results are obtained by finding (or searching) for probable hypotheses in terms of 

maximum likelihood criterion by using three knowledge resources, that is, acoustic models, Ian-

guage models and pronunciation models (i.e., dictionary). To develop sophisticated speech anal-

ysis, acoustic modeling, language modeling, pronunciation modeling and search are indispensable 

for improving performance of speech recognition systems. This report presents novel algorithms 

to improve acoustic models and pronunciation models. As for improved acoustic modeling, three 

kinds of approaches can be considered; (1) improvement of the current modeling, (2) incorpo-

ration of new acoustic features for acoustic modeling, and (3) development of a new acoustic 

modeling paradigm. In this report, (1) acoustic modeling using speaker normalization technique, 

(2) speech recognition using segment boundary information, and (3) model parameter estimation 

for mixture density segment models, are proposed for the above three approaches, respectively. 

In spontaneous speech recognition, as word pronunciation varies more than in read speech, actual 

pronunciation variations have to be incorporated into the pronunciation dictionary. This report 

presents a method for automatically generating multiple pronunciation dictionaries based on a 

pronunciation neural network that can predict plausible pronunciations from the standard pronun-

ciation. Experimental results on spontaneous speech recognition show that automatically-derived 

pronunciation dictionaries give higher recognition rates than the conventional dictionary. 
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◎ ATR Interpreting Telecommunications Research Laboratories 
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Chapter 1 

Introduction 

1.1 Background 

Speech is the most natural form of human communication. Therefore, speech recognition 

devices find widespread use in many applications as man-machine interface for aiding 

productivity and convenience (e.g., manufacturing control application, voice-command 

in a car environment, dictation system), information retrieval over the telephone, and 

speech-to-speech translation system. The goal of automatic speech recognition (ASR) is 

to develop devices that transcribe human speech correctly into written text. Research 

in ASR originated as early as 1950's and the performance of ASR systems has improved 

dramatically in the last few years. Recently, speech recognition systems have started 

to appear in homes and offices by way of dictation software (e.g. IBM's Via Voice [1][2], 

Microsoft's Whisper [3]), running on regular mid-range PCs. People are increasingly aware 

of the availability of such systems and their widespread use is set to explode. Although 

ASR technology is now readily available, the performance of the resulting systems is still 

not comparable to that achieved by human beings and a perfect solution has not been 

found yet. 

Most speech recognition systems make use of two major knowledge sources: a family of 

acoustic models and a language model. The language model dramatically improves the 

system performance in continuous speech recognition. However, the performance is highly 

dependent on the ability of the system to discriminate between the different sounds of 

speech. Therefore, the development of good acoustic models is indispensable for high 

performance speech recognition. 

In addition, it is widely acknowledged that recognition performance decreases severely for 

conversational speech compared to the performance of read speech even when the same 

sequence of words is spoken. One of the reasons is that word pronunciation in spontaneous 

speech varies more than in read speech. This indicates that actual pronunciation variations 

have to be incorporated into the pronunciation dictionary. 

ー
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Chapter 1. Introduction 

The focus of this report, as suggested by its title, is on enhancing the abilities of acous-

tic models and pronunciation models with the aim of improving the overall recognition 

performance of the system. 

1.2 This report 

The remainder of this chapter introduces the major original contributions of this report. 

The main research done for this report, improvements to state-of-the-art acoustic model-

ing, is described in Chapter 2, 3, and 4. Chapter 2 describes a method for speaker normal-

ization to improve conventional acoustic models. Chapter 3 explains the importance of 

segment boundary information as a new feature for boosting recognition performance. In 

Chapter 4 model parameter estimation for mixture density segment models is exploited. 

Chapter 5 describes a method for automatically generating a multiple pronunciation dic-

tionary based on a pronunciation neural network to cope with pronunciation variations in 

spontaneous, conversational speech. 

The final chapter brings together the conclusions drawn from Chapter 2 to Chapter 5 and 

summarizes the achievements of this work. Scope for further work is also discussed. 

1.3 Original contribution 

This report describes new approaches to generate sophisticated acoustic and pronunciation 

modeling within automatic speech recognition systems. The major original contributions 

are as follows: 

• To reduce speaker variability in acoustic models, a novel speaker normalization 

scheme based on three dimensional (3-D) Viterbi decoding (i.e. time, state and 

warping factor) is developed. (Chapter 2) 

• The 3-D Viterbi based normalized models are shown to improve recognition accuracy 

over speaker independent models, gender dependent models and conventional speaker 

normalized models in a recognition system with a one-pass search. (Chapter 2) 

• Bi-directional recurrent neural network (BRNN) is successfully applied to segment 

boundary estimation. (Chapter 3) 

• Segment boundary information is probabilistically incorporated into hidden Markov 

models (HMMs). (Chapter :3) 
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• Segment boundary information obt叫nedfrom a BRNN is shown to be effective 

for the reduction of computation complexity and the improvement of recognition 

performance. (Chapter 3) 

• A model parameter estimation method for polynomial segment models, where their 

mean and variance trajectories are specified with an arbitrary regression order, is 

developed. (Chapter 4) 

• It is shown that modeling both the mean and variance trajectories is consistently 

superior to modeling only the mean trajectory in a vowel classification task. (Chapter 

4) 

• A method of neural network based automatic pronunciation modeling is developed 

and shown to be effective for improving recognition performances in spontaneous 

speech recognition. (Chapter 5) 

• Language statistics (i.e., word bigram) are successfully used to improve pronuncia-

tion modeling for word boundary phonemes. (Chapter 5) 
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Chapter 1. Introduction 



Chapter 2 

Speaker normalized acoustic 

modeling 

This chapter describes a novel method for speaker normalization based on a frequency 

warping approach to reduce variations due to speaker-induced factors such as the vocal 

tract length. In our approach, a speaker normalized acoustic model is trained using time-

varying (i.e., state, phoneme or word dependent) warping factors, while in the conventional 

approaches, the frequency warping factor is fixed for each speaker. These time-varying 

frequency warping factors are determined by a 3-dimensional (i.e., input frames, HMM 

states and warping factors) Viterbi decoding procedure. 

2.1 Speaker normalization 

Robust and precise acoustic modeling is an indispensable technique for achieving high 

recognition performance. In most current speaker-independent speech recognition systems, 

acoustic models are trained using a large amount of speech uttered by a wide variety of 

speakers. The spectral distributions often exhibit high variance and hence high overlap 

among different phonemes. Therefore, recognition performance saturates even if a number 

of mixtures and states are used or the context is increased. Consequently, research efforts 

have been conducted to reduce variations due to speaker-induced factors based on speaker 

normalization [4][5][6][7][8][9], speaker clustering[lO] or hybrid methods [11][12][13]. In 

recent years, many researchers have been working on speaker normalization, since one of 

the major sources of interspeaker variance is the vocal tract length. Acoustic modeling 

based on speaker normalization techniques can be roughly divided into two approaches: 

1. frequency warping (FWP) [6][7][9] 

2. ma幻mumlikelihood linear regression (MLLR) [8] . 

.5 
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Chapter 2. Speaker normalized acoustic modeling 

In the conventio叫 FWP-basedapproaches, the frequency warping factor is fixed for 

each speaker. That is, these approaches do not have a framework of phoneme or HMM 

state dependent frequency warping, while in the MLLR-based approach, it is possible 

to define regression classes and associate a regression matrix with each class. Also, a 

phoneme or allophone dependent warping procedure would be reasonable, when training 

speech samples are biased to a certain speaker or gender for some phoneme contexts or 

allophones. 

In the following section, we present FWP-based acoustic modeling in which warping factors 

are dynamically changed during an utterance. These frequency warping factors are deter-

mined by a 3-dimensional (i.e., input frames, HMM states and warping factors) Viterbi 

decoding procedure. In the proposed method, the recognition procedure can be performed 

with a one-pass search, while in most current FWP-based approaches, a multiple-pass 

search is required at the recognition stage. 

2.2 Normalization procedures 

2.2.1 3-D Viterbi decoding 

The key point of the proposed normalization procedures is to perform a Viterbi search 

on a 3-D trellis space composed of input frames, HMM states and warping factors (see 

Fig 2.1). Note that the conventional frequency warping based normalization is done by 

finding a warping factor for each speaker which yields the highest likelihood among all 

possible warping factors by a 2-D (i.e., input frames and HMM states) trellis search (see 

Fig 2.2). 

2.2.2 Training procedure 

In the training stage, as transcriptions of speech are known, a transition of warping factors 

can be obtained by aligning the HMM states with the m訟 imumlikelihood criteria. The 

following procedure is used for acoustic model training: 

1. Set the initial warping factor to the standard value (e.g., a = 0.46 in the following 
experiment), for all speakers and generate the initial HMM. 

2. Align the training utterances based on 3-D Viterbi decoding using the current HMM 

and find the optimal warping factor for each HMM state. 

3. Train an HMM using the feature vector sequence of the optimal warping factors 

4. Go to step 2 until there is no significant change between consecutive training itera-

tions. 
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Time 

Figure 2.1: The proposed FWP scheme. 
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Figure 2.2: The conventional FWP scheme. 

In this procedure, we apply constraints to the 3-D Viterbi decoding procedure so as not 

to change the warping factor too rapidly (see Section 2.2.3). 

2.2.3 Recognition procedure 

In the recognition stage, a transition matrix of warping factors and a phoneme (or word) 

sequence of speech are obt叫nedby finding an optimal path with the highest likelihood. 

Figure 2.3 shows the recognition algorithm. In this figure, S, Q, D and N are the initial 

state sets, number of states, number of warping factors and number of frames, respectively. 
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Initialization: 

for q = 1 to Q 

ford= 1 to D 

if (q, d) E S then 

P(q, d, 0) = log 1r(q, d) , where L 1r(q, d) = 1 
(q,d)ES 

else 

P(q,d,O) = -oo 

Recognition: 

for n = 1 to N 

for q = 1 to Q 

ford= 1 to D 

P(q, d, n) = max {P(q', d',n -1) + log a(q', q) + log f(d', d)} + log b(q,x(d, n)) 
q',d' 

Figure 2.3: Recognition algorithm. 

1i, P, a(q',q), f(d¥d), band x are the initial state probability, accumulated probabilit"y, 

transition probability from stateりtoq, transition probability from warping factor d1 to 

d, output probability and feature vector, respectively. 

In this chapter, the transition probability of warping factor f(d', d) is given as: 

f(d',d) = { 1.0, Id'-di~w 
0.0, Id'-di > w. 

(2.1) 

Here, we set to w = 1 for inter-phoneme state transitions and w = 0 for intra-phoneme 

state transitions (here denoted as FWPl). These constraints can be considered reasonable 

because the warping factor is not expected to change too rapidly. Note that the proposed 

speaker normalization procedure is equivalent to the conventional method (e.g. [6][7][9]) 

if w = 0 for any state transition (here denoted as FWPO). 

2.3 Experiments 

To investigate the relative effectiveness of the proposed method, we conducted continuous 

speech recognition experiments on a Japanese spontaneous speech database[14]. 

2.3.1 The front-end 

As for the front-end, we use mel-cepstral analysis [15], though the proposed method is 

applicable to any kinds of spectral analysis methods. 



2.3. Experiments 

，
 Table 2.1: Recognition performance. (Phone accuracy %) 

feature parameter 

LPC-cepstrum 

MFCC 

Mel-cepstrum 

without LM 

44.0 

48.2 

49.6 

with LM 

52.2 

55.5 

56.4 

We represent the model spectrum H(ejw) by the M-th order mel-cepstral coefficients c(m) 

as follows: 
M 

H(z) = exp L c(m)乏―m
m=O 

(2.2) 

where 
-1 

--1 z -0: z = 1 -o:z-1' I a I< 1. (2.3) 

The phase characteristic of the all-pass transfer functionゑー1= e―jw is given by 

_1 (1 -a2) sin匂
⇔ = tan 

(1 + aりcos匂ー 2心
(2.4) 

For example, for a sampling frequency of 16kHz, w is a good approximation to the mel 
scale based on subjective pitch evaluations when a = 0.42. If we choose a = 0.46, the mel 

scale is quite similar to that used in mel-frequency cepstral coefficient (MFCC) analysis. 

To obtain an unbiased estimate, we use the following criterion and minimize it with respect 

to {c(m)}誓=0・
1 

E=五j1r{expR(w) -R(w) -1} dw 
-'Ir 

where 
2 

R(w) = logIN(w) -log [ H(ejw) [ 

(2.5) 

(2.6) 

and INに） is the modified perioclogram of a weakly stationary process叫n)with a time 
window of length N. Since Eis convex with respect to c(m), {c(m)}誓=Ocan be obtained 
by the Newton-Raphson method[15]. 

To show the effectiveness of mel-cepstral analysis, we performed simple recognition ex-

periments using the TIMIT database. 3 state and 5 mixture context-independent HMMs 

(61 phone sets) were trained for LPC-cepstrum, MFCC and mel-cepstrum. A phoneme 

bigram was used for the language model (LM). Table 2.1 shows the differences in recog-

nition performance for these three types of feature parameters. We can see from these 

results that mel-cepstral analysis is one of the most useful pre-processing methods for 

speech recognition. 

Frequency warping can be done by changing a in Eq. (2.3). Figure 2.4 shows examples 

of frequency warping for several a values. Figure 2.5 shows the warped spectra by these 

values. 
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Figure 2.5: Spectral envelopes for different a. 

2.3.2 Conditions 

230 speakers were used for training and 42 speakers for evaluation. 

feature vector (12-dimensional mel-cepstrum + power and their derivatives) computed 
with a 25.6 msec window duration and a 10 msec frame period were used for acoustic 

modeling. First, shared-state HMMs (800 states in total) with 5 Gaussian mixture com-

ponents per state[16] were trained by using an initial warping factor of a = 0.46 for all 

speakers (gender-independent HMM; GI-HMM). Then, we generated two kinds of speaker 

normalized models (i.e., FWPO and FWPl) described in Section 2.2. As for the FWPO 

training, the best warping factor was determined for each speaker. The normalization 

session described in Section 2.2.2 was repeated four times. The GI-HMM topology was 

consistently used for every iteration. For feature parameter sets, 9 kinds of warp.ing factors 

(D = 9) were considered in steps of 0.04 from a= 0.30 to 0.62. Gender-dependent HMMs 

(GD-HMM) were also used for comparison. We used spontaneous speech recognizer using 

A 26-dimensional 
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cross-word context constrained word graphs[l 7]. The test vocabulary consists of about 

7,000 words, and the variable-length N-gram[l8] was used for the language model. 
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2.3.3 Comparison of speaker normalized models 

Figure 2.6 shows the log likelihoods for a female utterance obtained by the forced alignment 

using the Viterbi decoding algorithm with several warping factors. The log likelihood 

obtained by the proposed method is also shown as the dotted line. The phoneme dependent 

warping factors for this utterance obtained by the proposed method is shown in Figure 2. 7. 

First, the conventional method gives the highest likelihood at a = 0.42 which is the smaller 
warping factor than the initial warping factor, a = 0.46. That is, their spectra are warped 
to lower frequency. This will be reasonable for female speech, since the acoustic model 

is trained by using both the male and female speech. Second, the likelihood obtained by 

the proposed method is higher than any other likelihoods obtained by the conventional 

method. Third, the phoneme dependent warping factors seem to be selected appropriately, 

since bigger a (i.e., 0 . .50 ~ 0.62), which will often be selected for male speech, are not 
selected during the utterance. 

The increase of the total log-likelihood during the iterative acoustic model training can 

be seen in Figure 2.8. The solid line shows the case for FWPl and the dotted line for 

FWPO. The likelihood of iteration O is the likelihood of the GI-HMM. FWPl yielded a 

consistently higher acoustic likelihood than FWPO for each iteration. From these results, 

we can expect that the proposed speaker normalized model based on 3-D Viterbi decoding 

reduces interspeaker variability more than the conventional normalization method and 

results in a certain improvement in speech recognition. 



2.3. Experiments 13 

Table 2.2: Word accuracy and relative improvement from GI-HMM (%). 

acoustic model accuracy improvement 

GI-HMM 74.6 

GD-HMM 74.0 ← 2.3 

FWPO 73.3 -5.0 

FWPl 77.1 9.7 

The mean and standard deviation of the warping factors for each iteration are shown in 

Figure 2.9 and Figure 2.10, respectively. These statistics are calculated from the distribu-

tion (histogram) of the warping factors obtained from the 3-D Viterbi based alignment. We 

can see from these figures that the standard deviations of the proposed method (FWPl) 

are greater than those of the conventional method (FWPO). This is because the proposed 

method has a chance to vary the warping factor for each phoneme during the utterance, 

while the warping factor is fixed for each speaker in the conventional method. 

2.3.4 Recognition results 

The recognition results are shown in Table 2.2. From these results, it can be seen that 

the proposed speaker normalized model (FWPl) yielded a better performance than GI-

HMM, GD-HMM and the conventional speaker normalized model (FWPO). Recognition 

performances of multiple iterations are shown in Table 2.3. In this table, FWPO and 

FWPl with no iteration mean that 9 kinds of feature parameters were used as inputs and 

recognition was performed using the GI-HMM with w = 0 for FWPO and w = l for FWPl. 

From this table, multiple training iterations improve the recognition performances for both 

FWPO and FWPl cases. It is also interesting that using the 3-D Viterbi based decoding 

procedure with the unnormalized model (i.e., GI-HMM) still gives a 6.1 % improvement 

over the GI-HMM (from 74.6 % to 76.2 %). 

In our experiment the recognition result with the highest likelihood among the several fre-

quency warping factors, is determined in a time-synchronous one-pass beam search. The 

conventional speaker normalized model FWPO (73.3 %) was surprisingly slightly worse 

than the GI-I―IMM (74.6 %). This could happen because we kept a constant beam-width, 

limited by memory requirements of the search engine, across all experiments, which pro-

ducecl search errors in the FWPO case due to large local fluctuations in likelihood. Nev-

ertheless, FWPl achieved a 9.7 % improvement compared to the GI-HMM (from 74.6 % 

to 77.1 %). Note that in most current FWP-basecl approaches, a multiple-pass search is 

required at the recognition stage, while in the proposed method, the recognition procedure 

to find the best hypothesis and simultaneously select the best (time-dependent) warping 

factor can be performed with a one-pass search. 
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Figure 2.9: Mean of warping factors. 
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Figure 2.10: Standard deviation of warping factors. 

2.4 Conclusion 

In this chapter, we have proposed a new acoustic modeling technique based on a 3-D 

Viterbi decoding procedure which aims at normalizing speaker's variability. This method 
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Table 2.3: Recognition performance improvements for FWPO and FWPl after four times 

of training iterations. 

acoustic model 

FWPO 

FWPO 

FWPl 
FWPl 

no. of iterations 

゜4 
゜4 

accuracy (%) 
72.7 

73.3 

76.2 

77.1 

has a framework which makes it possible to vary the frequency warping factor with ar-

bitrary units (i.e., state, phoneme, word, etc.) during an utterance. The conventional 

frequency warping based acoustic modeling can be viewed as a special case of the pro-

posed modeling (i.e., w = 0 in Eq. (2.1)). The experimental results on spontaneous 
speech recognition showed that the proposed models yielded a 9.7 % improvement in word 

accuracy compared to the standard speaker-independent model. 
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Chapter 3 

Incorporating segment boundary 

information 

This chapter describes a segment (e.g. phoneme) boundary estimation method based on 

bidirectional recurrent neural networks (BRNN s). The proposed method only requires 

acoustic observations to accurately estimate segment boundaries. Experimental results 

show that the proposed method can estimate segment boundaries significantly better than 

an HMM based method. Furthermore, we incorporate the BRNN based segment boundary 

estimator into the HMM based and segment based recognition systems. The BRNN is also 

applied for the purpose of automatic segmentation. 

3.1 Introduction 

Accurately estimating segment boundaries is one of the most important techniques in (1) 

automatic segmentation [19][20] for acoustic model training and in (2) preprocessing for 

segment based speech recognition [21]. Conventional segmentation algorithms attempt to 

locate optimal segment boundaries either by minimizing distortion metrics through dy-

namic programming based methods [19] or by ma幻mizingthe metric score of acoustic 

models [20]. These algorithms, however, require acoustic (and language or duration) mod-

els to obt叫nadequate results. Nevertheless, even with such models, the estimated results 

are generally still poor because the approaches are not designed to detect boundaries, but 

rather to minimize or maximize scores for acoustic observations (e.g. cepstrum). Neural 

networks (NN s) that show a high performance for many classification tasks are suitable for 

estimating accurate boundaries. There have recently been several reports that boundary 

information obtained from feed-forward multilayer perceptrons (MLP) improves recogni-

tion performance [22][2:3]. 

In this chapter, we propose a segment (e.g. phoneme) boundary estimation m叫10dbased 

on bi-directional recurrent neural networks (BRNNs). A BRNN can be trained without the 

17 
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limitation of using a fixed size input window, and it gave better classification performance 

than a regular RNN on test problems [24]. The proposed method only requires acoustic 

observations to estimate segment boundaries, and networks are trained to accurately detect 

segment boundaries. We apply segment boundary estimation 

l. to improve recognition performance using the network outputs and 

2. to reduce computational complexity of segment based recognition using estimated 

candidates. 

3.2 Segment boundary estimation using neural network 

3.2.1 BRNN structure 

Bi-directional Recurrent Neural Networks (BRNN s) [24] are used for segment boundary 

estimation, and their structure is illustrated in Figure 3.1. BRNN s can recursively ac-

commodate forward and backward inputs to predict current output by only using a single 

network. A conventional RNN only uses input information from one side for the currently 

estimated output. 

3.2.2 Input and output 

Feature parameter vectors (e.g. cepstrum) are used for the BRNN input, and the outputs 

(target values) are chosen according to whether the current frame is a boundary (out=l) 

or not (out=O). 

t-1 

■ OUTPUT NEURON GROUP 
圃 HIDDEN(STATE) NEURON 

冒
GROUP 

INPUTS 

/ GROUP OF WEIGHTS WITH 
INFORMATION FLOW 

Figure 3.1: Bi-directional recurrent neural networks. 
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Figure 3.3: Visualization of the amount of input information used for prediction by dif-
ferent network structures. 

3.2.3 Trainino-

゜
The same algorithm as used in regular RNN training can be used for BRN¥'training [24]. 

The Euclidean distance measure between the desired and the estimated output vectors 
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Figure 3.4: Boundary estimation results for method 1, 2 arid 3. 

time 
~ 

◎ output 2: h O l~output< h and local maximum 

Figure 3.5: Lattice representation of segment boundary candidates. 

on the mean squared error criterion is used as objective function. Connection weights is 

updated with some variation of a gradient descent method. 

3.2.4 Segment boundary estimation algorithm 

To determine segment boundaries from the BRNN outputs as shown in Figure 3.4 (a), the 

following three methods are used. A certain time point (frame) tis said to be a boundary 

if: . 

l. the output at t is above threshold h and is a local n 

2. the output at tis above threshold h or is a local maximum between a lower threshold 

l(< h) and h; 
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3. the same as method 2, but for segment boundaries whose outputs are above threshold 

h, only every k-th time point is taken. 

The results of application of the method 1, 2 and 3 for the output shown in 3.4 (a) 

are depicted in 3.4(b), (c) and (d), respectively (in this case, k in method 3 is set to 

2). Method 1 is the simplest method and can be directly used to determine segment 

boundaries. Method 2 and 3 can be used to characterize possible boundaries. In these 

methods, while a lot of correct boundaries can be obtained, insertion errors might increase 

compared to method l. The reason that boundary candidates are taken every k-th time 

point is to reduce a number of insertion errors. 

Method 3 would be useful technique when obtained segment boundaries can be evaluated 

with another post processing for deternlining the optimal boundaries among them. For 

example, we call a segment boundary detected above h as main boundary and detected 

between l and h as secondary boundary. As shown in Figure 3.5 main and secondary 

boundaries are represented as black and white circles, respectively. When all segment 

boundary candidates between two main boundaries are connected (linked), segment lattice 

can be generated as shown in Figure 3.5. As each arc is considered as phoneme segment, 

most probable path in terms of ML (ma泣mumlikelihood) criterion can be determined by 

performing phoneme recognition with acoustic model (e.g. HMM or segment model). 

3.3 Evaluation of segment boundary estimation 

To investigate whether the proposed methods are useful, (1) a comparison between esti-

mated boundaries obtained by method 1 and HMM based phoneme recognition results, 

(2) a comparison between BRNN and MLP and (3) a comparison among methods 1, 2 

and 3 were clone using the TIMIT database[25]. 

3.3.1 Conditions 

26-dimensional MFCCs (12-climensional MFCC + power and their derivatives) computed 

with a 25.6 msec window duration and a 10 msec frame period were used as the BRNN 

inputs. Based on the phoneme label information of the database, 1.0 is given for outputs 

if the current frame is a segment (phoneme) boundary, 0.5 is given if the current frame 

is right next to the boundary, and for anything else O is given. BRNN training was done 

using 462 speakers with 1,000 iterations. 10 forward and backward states and 30 hidden 

states for the BRNN were used. A total of weights, Wall is given by: 

Wall = (U1 + l)UH +(UH+ l)Uo + (UF + U1 + l)UF 

+UF[「H+ (UB + U1 + l)UB + UBUH, (3.1) 
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Figure 3.6: An example of BRNN outputs. 

where U1, Uo, Up, UB and UH are numbers of input, output, forward, backward and 

hidden units, respectively. Thus 11Va11 in this experimental setting becomes 2,181. Test data 

was used for 168 speakers (50,318 boundaries, about 410,000 frames). The mean squared 

errors between true (target) and estimates were 0.0604 for training data and 0.0621 for 

testing data, respectively. Thresholds in methods 1, 2 and 3 were experimentally set to 

h = 0.4 and l = O.l. This network is trained using the regular sigmoid activation function 
and a slightly modified version of a first order nonlinear optimization technique named 

"resilient propagation" (RPROP) [26], expanded to a RPROP through time variant. 

Figure 3.6 shows an example of outputs for BRNN based segment boundary estimation. 

The dotted line represents a true (target) output and the solid line represents an estimated 

These results were obtained for open test data using the network trained as output. 

described in Section 3.3.1. 

3.3.2 Evaluation criterion 

To evaluate the estimated results, Correct = H / N X 100(%) and Accuracy = (N -D -
1)/N x 100(%) were used, where 

• H (Hit) : estimated boundary was within a士M frame margin of the trne boundary 

• D (Deletion) : no estimated boundary was within士M

• I (Insertion) : estimated boundary was not within土M

• N : total number of true boundaries (N = H + D). 
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Table 3.1: Estimation results based on the BRNN (methodl). 

Margin 

゜
1 2 

Hit 23,175 38,248 40,056 

Deletion 27,143 12,070 10,262 

Insertion 18,983 4,066 2,293 

Correct 46.06 76.01 79.61 

Accuracy 8.33 67.93 75.05 

Table 3.2: Estimation results based on the HMM. 

(a) context-independent model 

Margin 

゜
1 2 

Hit 8,806 28,214 38,847 

Deletion 41,512 22,104 11,471 
Insertion 35,372 16,253 5,915 

Correct 17.50 56.07 77.20 

Accuracy -52.80 23.77 65.45 

(b) context-dependent model 

Margin 

゜
1 2 

Hit 14,198 35,967 42,611 

Deletion 36,120 14,351 7,707 

Insertion 32,970 11,521 5,110 

Correct 28.22 71.47 84.68 
Accuracy -37.31 48.58 74.53 

23 

Note that if several estimated boundaries i were within土NJ,i-1 were treated as insertions. 

3.3.3 Results 

Comparison between method 1 and an HMM  based approach 

Estimation results with margins of JV! = 0, l, 2 are shown in Table 3.1. To produce 
reference results, an evaluation was performed by using the boundaries obtained through 

HMM based phoneme recognition with HMMs and a phoneme bigram language model. 

To compare the proposed method with the HMM based method, context-independent 
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Table 3.3: Comparison of root mean squared error between BRNN and MLP. (x10-2) 

Structure (weights) Trainin゚o- Test 

MLP-1 (2,241) 6.85 7.00 

MLP-3 (2,241) 6.53 6.67 

MLP-5 (2,245) 6.51 6.66 

MLP-7 (2,209) 6.58 6.71 

BRNN (2,181) 6.04 6.21 

Table 3.4: Comparison of estimation performance between BRNN and MLP (Accuracy 

%). 

Structure Margin 

゜
1 2 

MLP-1 1.46 61.90 68.64 
MLP-3 6.12 64.16 70.94 

MLP-5 6.20 64.69 71.64 

MLP-7 6.19 64.46 71.38 
BRNN 8.33 67.93 75.05 

(CI) models, context-dependent (CD) models and a phoneme bigram language model were 

generated for 61 TIMIT phonemes. Left-to-right HMMs with 3 states for each phoneme 

and 5 Gaussian mixture components per state were trained for the CI models. As for the 

CD models, shared-state HMMs (600 states in total) with 3 Gaussian mixture components 

per state were trained [27]. The feature parameters and the training data were the same 

as for the BRNN conditions. 

The results for the context-independent HMMs and the context-dependent HMMs are 

listed in Table 3.2(a) and Table 3.2(b), respectively. Comparing Table 3.1 with Table 3.2, 

the proposed method gives considerably higher accuracy than the HMM based approach, 

especially for M = 0 or 111 = 1, even though the BRNN based approach does not use 

any linguistic knowledge. The reason might be that the BRNNs are trained to accurately 

detect segment boundaries, while the HMMs are trained based on maximum likelihood 

criteria. 

Comparison between BRNN and MLP 

The MLP structure was tested here for three different structures allowing the use of the 

following four amounts of acoustic context: (1) one frame as input (MLP-1), (2) three 

frames (middle, left and right) as input (MLP-3), and (3) five frames (middle, two left 

and two right) as input (MLP-5). (4) seven frames (middle, three left and three right) as 
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Table 3.5: Comparison of root mean squared error for several MLP structures with 30 

hidden units. (x 10-2) 

Structure (weights) Training Test 

MLP-1 (841) 7.05 7.14 

MLP-3 (2,401) 6.49 6.63 

MLP-5 (3,961) 6.34 6.51 

MLP-7 (5,521) 6.28 6.48 

Table 3.6: Comparison of estimation performance for several MLP structures with 30 

hidden units (Accuracy %). 

Structure Margin 

゜
1 2 

MLP-1 0.51 60.98 67.81 

MLP-3 6.63 64.50 71.15 

MLP-5 7.17 65.78 72.57 

MLP-7 6.68 66.40 73.37 

input (MLP-7). The structures of these networ-ks were adjusted so each of them had about 

the same number of free parameters for the BRNN, that is 2,181 (Details are shown in 

Table 3.3). Here, the number of hidden units for MLP-1, MLP-3, MLP-5 and MLP-7, were 

80, 28, 17 and 12, respectively. The feature parameters, the training data, the iterations, 

the thresholds in method 1 (i.e. h), the activate function etc. were the same as for the 

BRNN conditions. 

Table 3.3 shows the comparison of the root mean squared error (RMSE) between the 

desired and the estimated outputs for training and test data depending on four amounts 

of acoustic context. Table 3.4 shows the comparison of estimation performances (Accuracy 

%) between BRNN and MLP for method 1. We can see from these tables that MLP-5 gives 

the best performance in terms of RMSE and Accuracy. However, the BRNN outperform 

MLP-5 for both RMSE and Accuracy. Moreover, it has the advantage that one does not 

have to choose the optimum number of consecutive frames to define an input window size. 

As a reference, the MLP performances for RMSE and Accuracy with 30 hidden units, 

whose number is equal to those used in the BRNN, are shown in Table 3.5 and Table 3.6、

respectively. 

By comparing these results to Table 3.3 and Table 3.4, the improvements of the perfor-

mance are observed for MLP-3, MLP-5 and MLP-7 cases. BRNN, however, gives better 

performance than any MLP results. From these experimental results, we adopt BRNN as 

a segment boundary estimator for the purpose of improving the performance of the con-
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Table 3.7: Estimation performance for the three kinds of BRNN based methods. 

Method 

1 2 3 

Hit 40,056 48,856 48,856 

Deletion 10,262 1,462 1,462 

Insertion 2,293 67,570 30,629 

Correct 79.61 97.10 97.10 

Accuracy 75.05 -37.19 36.22 

ventional speech recognition systems, which is described in Section 3.4. Note that MLP 

is also applicable to the recognition systems in a similar way and it would give useful 

information for them, since the estimation performance of MLP (Table 3.4) is comparable 

to that of BRNN compared to the HMM performance (Table 3.2). 

Comparison among methods 1, 2 and 3 

Estimation results for methods 1, 2 and 3 are shown in Table 3.7. Skip step k in method 

3 and .M were both set to 2. Method 1 gave the highest accuracy, but there were a large 

number of deletion errors. This indicates that method 1 would not be appropriate when 

boundary candidates could be evaluated vヽithother techniques as described in Section 

ふ4.2. Here, method 3 would be applicable because 97.10% of the correct boundaries 

remain in the results with smaller insertion errors compared to those of method 2. 

3.4 Application to speech recognition system 

From the experimental results, we can expect that the BRNN based segment boundary 

estimator gives useful information for existing speech recognition systems. In this section, 

we apply the BRNN based segment boundary estimator to two kinds of speech recognition 

systems in order to achieve better recognition performance or reduce search space. The 

following two ways are considered for applying the segment boundary information into 

speech recognition systems. 

• Use BRNN output as probability (segment boundaries are not fixed but used "softly")[23] 

• Determine segment boundaries explicitly with method 1 ~ :3 in Section 3.2.4 [28][21][22] 

The former method can be incorporated into recognition systems directly and the latter 

method can be used as pre-processing for recognition systems for the purpose of reducing 

search space in decoding. In the following sections, the former method is applied into an 
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Figure 3.7: Integration of phoneme boundary information into an HMM. 

HMM based recognition system and the latter method is applied into a segment model 

based system. For both systems, we investigate the effectiveness of phoneme boundary 

information through phoneme recognition experiments using the TIMIT database (462 

speakers for training and 168 speakers for testing). 

3.4.1 HMM based system 

Integration as phoneme boundary probability 

If we consider the outputs y(oり(0::; y(01) ::; 1) of the BRNN for the observation vector 
Ot at time t as the phoneme boundary probability, l -y(o1) can be regarded as the intra-

phoneme probability. These probabilities can be easily incorporated into the transition 

probabilities of conventional HMMs by taking the product of the two terms to be: 

的(Ot)= aij・Sij(Ot), 

where aりisthe transition probabilities from state i to state j and 

叫叫={ y(oふ if j is the final state 
1 -y(at) else. 

(3.2) 

(3.3) 

Figure 3.7 shows an example of s;1(oりfora three-state HMM. The time (observation) 
dependent transition probabilities°'ij are used in the recognition process. 

HMM  based recognition experiments 

The shared-state context-dependent HMMs described in Section 3.3.l and a phoneme 

bigram language model were trained for 61 phonemes. Phoneme recognition was per-

formed using a time-synchronous beam search based decoder [17]. Table 3.8 shows the 
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Table 3.8: HMM based recognition results. Recognition results evaluated with 39 phoneme 

sets are shown in brackets. 

without language model with language model 

phoneme CPU phoneme CPU 

accuracy (%) time (%) accuracy (%) time (%) 
w/o boundary prob. 50.05 (58.69) 114.1 57.37 (64.71) 476.6 

with boundary prob. 53.13 (61.75) 92.5 58.03 (65.47) 332.7 

improvement (%) 6.2 (7.4) 18.9 1.5 (2.2) 30.2 

recognition results and computational requirements compared to the total time of the ut-

terances. Recognition results evaluated with 39 phoneme sets[29] 1 are shown in brackets. 

We can see from this table that the BRNN-derived boundary probabilities improve not 

only recognition performance, but also computational requirements. Note that boundary 

probabilities can be obtained with small computational requirements: about 0.17 seconds 

are required for 3.06 second utterances on an HP735 workstation. 

3.4.2 Segment model based system 

Phoneme segment lattice creation 

Recently, a variety of segment models (SMs) have been proposed for relaxing the inde-

pendence assumption of observation, which is a shortcoming of conventional HMMs. SM 

based recognition systems, however, generally require much more computation than HMM 

systems. Therefore, to use SMs in in real-time systems, we have to reduce the computa-

tional costs by rescoring N-best candidates or word lattices obtained through HMM based 

recognition [30][31], or by generating segment lattices with a simple phoneme boundary 

detector [21]. However, it is not easy to improve performance unless accurate segment 

boundaries are included in the lattices. The fact that the segmentation probability gave a 

statistically significant improvement of recognition [23] indicates that accurate boundary 

estimation in a segment based recognition system is very important. 

In method 3 described in Section 3.2.4, a boundary that is detected from the output at 

t and above threshold h is called a main boundary, and a boundary that is a local maxi-

mum between a lower threshold l(< h) and his called a secondary boundary. A segment 

lattice can be created by fully connecting boundaries existing between main boundaries. 

This lattice is used for phoneme recognition based on polynomial segment models (PSM) 

[.30][32]. Figure 3.8 shows a block diagram of the BRNN-PSM based recognition system. 

1For example, closure of phone /b/, /d/, /g/, /p/, /t/, /k/ are treated as silence /sil/. 
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Speech Segment Boundary 
Detector 

Segment 
Lattice 

Segment Model 
Based Recognizer 

Result 

Figure 3.8: Block diagram of the BRNN-PSM based recognition system. 

Table 3.9: Computational reduction. 

fully connected 

proposed 

# of segments reduction rate 
6.72 X 107 

73,348 1/917 

BRNN-PSM based recognition experiments 

29 

We generated a context-independent PSM with a single mixture for 61 phonemes. The 

regression order of the mean trajectories was set to 2. The variance was time invariant 

throughout a segment. The duration probabilities, which were computed from a histogram 

of the training segment durations, were used in the recognition. No language model was 

used in this experiment. Thresholds were set to h = 0.6 and l = 0.25. 

Table 3.9 shows the number of connections in the lattice (i.e. the number of segments 

to be evaluated) for all test data. "fully connected" indicates all possible connections 

(i.e. the total number of segments in the case of full search) with durations are more 

than three frames2. Recognition results are listed in Table 3.10. For comparison, results 

obtained using three-state context-independent HMMs with a single mixture per state 

are also listed in the table. According to these results, the BRNN-PSM based method 

achieved both better recognition performance than the HMM system and a considerable 

computational reduction. 

Note that the recognition performance of the BRNN-PSM based method will be improved 

by using a more precise PSM whose variant is time variance through a segment [32]. 

3.5 Application to automatic segmentation system 

3.5.1 Automatic segmentation 

Accurate and automatic segmentation, which generates a time-aligned transcription for 

speech given a non-aligned transcriptions, is important technique for acoustic model train-

2 At least three frame segment is required for recognition with the quadratic segment models. 
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Table 3.10: Recognition results using BRNN based phoneme lattices and polynomial seg-

ment models (BRNN-PSM). Recognition results evaluated with 39 phoneme sets are shown 

in brackets. 

HMM 

BRNN-PSM 

phoneme accuracy (%) 
40.08 (49.64) 

41.80 (52.40) 

ing for speech recognition [33] or unit selection for speech synthesis [34]. Dynamic pro-

gramming, which minimizes a distortion between a non-aligned input speech and a time-

aligned reference speech [19], or Viterbi segmentation, which maximizes a likelihood for an 

input speech by using a set of acoustic models [20], have been widely used for automatic 

segmentation. These methods, however, are not designed so as to estimate the segmen-

tation boundaries accurately but produce the segment boundaries secondarily from the 

results of minimizing distortion or ma泣mizinglikelihood given an observation sequence 

(e.g. cepstrum). Consequently, we consider that the obtained segmentation boundaries 

are not accurate enough. In this section, we try to use the segment boundary informa-

tion obtained from the" BRNN, which is trained so as to detect segmentation boundaries 

accurately, for generating accurate segmentation. 

3.5.2 Automatic segmentation using BRNN output 

Automatic segmentation with BRNN output can be performed by using the conventional 

Viterbi algorithm with slight modification of the HMM parameters. As described in Sec-

tion 3.4.1, BRNN output (i.e. segment boundary information) can be incorporated into 

the transition probabilities of the HMM by Eq.(3.2). 

Now, the acoustic log likelihood log P(Ot lk) for model k given the observation Ot is obtained 

by 

log P(o叶k)= log bj(o1) + log Clij + w log Sj(oり， (3.4) 

where bj, a;j and Sj are the output probability, the transition probability and the segment 

boundary probability, respectively. w is weighting factor for the segment boundary prob-

ability obtained from the BRNN output as Eq. (3.3). Note that Eq.(3.4) is equivalent to 

the conventional log likelihood (i.e. without BRNN output) when w = 0. 

3.5.3 Experiment 

The proposed method was evaluated on TIMIT database. 
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Table 3.11: Absolute errors for two types of HMM training (msec)(training data / test 

data) 

Conditions 

Conventional 

Proposed 

Improvement (%) 

Label training 

11.22 / 11.98 

1.1s / 8.48 

30.65 / 29.23 

Embedded training 

12.19 / 12.64 

s.23 / s.61 

32.43 / 31.83 

As for the phoneme HMMs, shared-state HMM topology (1000 states in total) were gener-

ated with the ML-SSS (maximum likelihood successive state splitting) algorithm[16]. This 

topology was trained with 5 Gaussian mixture components per state using a label training 

(Baum-Welch re-estimation for each label) with 20 iterations. Then, the parameters of the 

HMMs obtained by label training were re-estimated using an embedded training (Baum-

Welch re-estimation for each utterance) with 10 iterations. The same feature parameter 

and the BRNN described in Section 3.3.1 was used. 

Results 

The absolute errors and the root mean squared errors (RMSE) between the correct time-

alignments segmented by human experts and the estimates segmented by the Viterbi 

algorithm are shown in Fig 3.9 and Fig 3.10, respectively. For both figures, the horizontal 

axis shows the weighting factor w in Eq.(3.4). The results when w = 0 indicate the 
performances without segment boundary probability, that is, the performances of the 

conventional m叫10d.The best performances both for the training and the test sets are 

obtained at w = 20. At this weight, the relative improvements for the test set from the 
conventional method (i.e. w = 0) are 31.83% in absolute error and 16.44% in RM$E. 

Table 3.11 shows the differences of the absolute errors for the label training and the 

embedded training. In this table, "Conventional" indicates the results when w = 0 and 
"Proposed" indicates the results which give the best performance on the training set 

(w = 10 for the label training, w = 20 for the embedded training). We can see from 
this table that the better segmentation boundaries can be obtained by using the HMMs 

trained with the label training rather than the HMMs with the additional embedded 

training. Again, the proposed method achieved about 30% relative improvements in a且

cases. 
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Figure 3.9: Absolute error as a function of the weighting factor w. 
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Figure 3.10: Root mean squared error as a function of the weighting factor w. 

3.6 Conclusions 

A segment boundary estimation method based on a BRNN has been proposed. 

proposed method can accurately estimate segment boundaries by only using time series 

The 
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feature parameters. We applied this method to a speech recognition system and showed 

that (1) the usage of BRNN outputs was effective for improving the recognition rate and 

reducing computational time in an HMM based recognition system and (2) segment lattices 

obtained by the proposed methods dramatically reduce the computational complexity of 

segment model based recognition. 

In Section 3.5, the application of the segment boundary information obtained from BRNN 

to automatic segmentation has been described. The proposed method achieved 30 % 

error reduction in absolute error compared to the conventional segmentation method. 

The improvement of the speech recognition performance, the auditory effectiveness in 

the speech synthesis and the comparison with the automatic segmentation using speaker 

adaptation technique[33] are remaining issues. 
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Chapter 4 

Segmental acoustic modeling 

In this chapter, we propose parameter estimation techniques for mixture density polyno-

mial segment models (MDPSM) where their trajectories are specified with an arbitrary 

regression order. MDPSM parameters can be trained in one of three different ways : (1) 

segment clustering; (2) expectation maximization (EM) training of mean trajectories; and 

(3) EM training of mean and variance trajectories. These parameter estimation meth-

ods were evaluated in TIMIT vowel classification experiments. The experimental results 

showed that modeling both the mean and variance trajectories is consistently superior to 

modeling only the mean trajectory. We also found that modeling both trajectories results 

in significant improvements over the conventional HMM. 

4.1 Segment model 

To date, one of the most successful approaches for large vocabulary continuous speech 

recognition has been based on the hidden Markov model (HMM). Although HMMs will 

continue to play an important role in most recognition systems for a long time to come, 

many alternative models have been proposed in recent years that enable some of the short-

comings of HMMs to be addressed. Broadly speaking, there are two HMM limitations that 

various models have tried to address: (1) weak duration modeling and (2) assumption of 

the conditional independence of observations given the state sequence. The first problem, 

where an HMM state duration model is implicitly given by a geometric distribution, has 

been addressed by introducing semi-Markov models with explicit state duration distribu-

tions. The second problem has been widely acknowledged to be more serious, and a number 

of alternative solutions that address this problem have been studied [35] [36] [37] [30] [38] 

[39] [40] [41] [42] [43]. Delta parameters offer the simplest way of representing the time 

dependency of observations, and have been shown to tremendously boost performance. 

Other alternatives are more elegant in representing the time dependency. The polynomial 

segment modeling proposed by Gish and Ng [30] is one such technique for relaxing the 

35 
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independence assumption. This modeling technique, however, has a serious shortcoming; 

it assumes the variance to be time invariant within a segment. This will be disadvanta-

geous with respect to the conventional HMMs which can represent variance changes in a 

segment by dividing the segment into a number of states with different variances. 

In the remainder of this chapter, we consider the case where both mean and covariance 

are varying with time. We present a model parameter estimation method for mixture 

density polynomi叫 segmentmodels (MDPSMs) to deal with this type of time-varying 

case. The model parameters of the MDPSM are the mean trajectory coefficients, the 

covariance coefficients and the mixture weights. In our segment叫 modelingapproach, 

higher order regression models are used not only for mean trajectory modeling but also 

for time-varying covariance modeling. The paper proposed by Gish and Ng [30] can be 

viewed as a special case (i.e. 0-th order regression for modeling the covariance coefficients) 

if our method is considered. Recently, a similar approach was also proposed by Gish and 

Ng [44]. However, they restricted the time variation of the covariance coefficients to be 

limited to having three different covariance matrices existing over a segment, while there 

is no restriction of this type in our modeling. 

First, we starts with an overview of single Gaussian segment modeling, goes on to describe 

two methods of model parameter estimation for MDPSM with time-invariant variance, 

and finally provides model parameter estimation formulation for the time-variant variance 

case1. To confirm the performance of the three kinds of MDPSM, preliminary classification 

experiments are performed. 

4.2 Polynomial segment models 

Consider an L (in frames) length sequence of observation vectors {y1, .. ・,YL}, where 

Yt = [Yt,1, Yt,2, ... , Yt,D] is a D-dimensional observation (e.g. cepstrum) vector at time t. 
This sequence defines a segment which can be expressed in the form of an L X D matrix 
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In the polynomial segment model, this segment is represented by an R-th order trajectory 

model as follows: 

Y = ZB+E, (4.2) 

1 In this chapter, we provide the MDPSM formulation for diagonal covariance matrices only. However, 
it can be easily extended to the full covariance case. 
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where Z is an L x (R + l) design matrix defined by 

1 

゜ ゜1 
1 （土）R
L-l 

Z=  
t -l (t-l)R 1' 
1 
L-l L-1 

1 1 1 

(4.3) 

Bis an (R + 1) x D trajectory parameter matrix 
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Design matrix Z deals with normalizing different length of segments uniformly between 

times O and 1. 

4.2.1 Single Gaussian segment model 

The likelihood of the segment Y given that it is generated by a label a can be expressed 

as 
L 

P(Yla) = IT J(yt). 
t=l 

(4.6) 

In this equation, f(yリisthe likelihood of the feature vector Yt conditioned on the label 
a and is given by 

1 1 
J(yり=(211)息I:Ea 1½ 恥p{―う(Yt-ZtB砂T:IJ;;-1(Yt -Zt恥）｝， (4.7) 

where Ba and 1Ja are the parameters of the single Gaussian segment model describing the 

label a. In Eq. (4.7), the vector Zt is given by 

Zt= [1,{□ ~, ...) ({□ ~) Rl (4.8) 
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Assuming that we are given J(segments YぃY2, ... , Y K in the training data for label a, 

we want to compute model parameters Ba and XJa for single Gaussian segment model. 

Probability of these segments given Ba and X)a is given as 

K 

P(Y1, Yあ...,YKIBa, 江)= II P(YklBa, Ea) 
k=l 
K L 

= II II f(Yk,t)- (4.9) 
k=l t=l 

These model parameters can be obtained by maximizing this probability with respect to 

恥 andlJa. Their estimates can be computed as follows: 

恥=[t, 俎zf[t, z{Yk], (4.10) 

J{ 

L (Yk -z⑱)  T (Yk -Z晶）
江=k=l 

K 
(4.11) 

I:Lk 
k=l 

From now on, we omit the subscript a from the model parameters Ba and江 forsimpli-

fication. 

4.2.2 Mixture density polynomial segment model 

The discussion in the previous section was concerned with single Gaussian segment mod-

eling. In this section, we extend it to a mixture density case. In this case, the likelihood 

J(yりisrepresented by a mixture of Jvf Gaussians; i.e. 

M 

f(yり=~ 巳 fm(Yt), (4.12) 
m=l 

where 

1 1 
fm(Yt) = (27r)f I Em 1½exp {―戸屈ー叫）T亨 (Yt-z叫）}, (4.13) 

and Wm is the weight of the m-th mixture component. The mixture components satisfy 

the relation I: 屈=lWm = l. The model parameters Bm, 江， and巳 inEq.(4.12) can be 
estimated by segment clustering or by EM training. These methods are described in detail 

in Section 4.2.2 and Section 4.2.2, respectively. These methods are developed here under 

the assumption that the covariance matrices {芦m = 1, 2, ... , 111} for the NJ mixture 

components are diagonal; i.e. 

Em = diag[cm,1,Cm,2,・・・,cm,D] 
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Under this assumption, Eq.(4.13) becomes 

1 D 
臼） = 1 exp {— L (Yt,d -Ztい）2

(2疇 (11,f:1Cm,d)> dcl 2cm,d }' 
(4.15) 

where bm,d = [bm,O,d, 加，1,d,・ ・ ・, bm,R,d汀isthe d-th d'.  1 1mens10na mean traJectory param-

eters of the m-th mixture. We describe below different methods for estimating model 

parameters B加江m,and Wm under the assumption that Em. is diagonal. However, these 

methods can be easily extended to the full-covariance case. 

Clustering method 

One simple way of estimating MDPSM parameters Bm, 又m,and Wm is based on segment 

clustering. That is, the training segments Y 1, Y 2, ... , Y K for the label a are partitioned 

into M regions using the K-means clustering algorithm. The K-means clustering algo-

rithm requires a de恥itionof distance between a segment Y and cluster m. The distance 

measure used here during the clustering is a "multivariate Gaussian distance measure": 

1 1 
D L D 

Dist(Y, m) = -LD log 2r. +ぅLLlogcm,d + -l (Yt,d -Ztbm,d)2 
2 2 LL  - . (4.16) 

d=l t=l d=l 

Estimates of Bm and :Em can be obtained in the same way as in the single mixture case 

using the segments assigned to cluster m. Wm is calculated as the relative frequency of 

the segments: 

N Wm= m 
!'vi 
, m = 1, ... ,NJ, 

LNj 
J=l 

(4.17) 

where Nm is the number of segments for cluster m. 

EM  method 

Let Yf'= {Y1,Y2, ... ,Y叫 bea set of training segments belonging to the label a. 

Our aim here is to estimate the model parameters B加 :Em,and Wm from these training 

segments using the expectation-maximization (EM) algorithm. For this, we derive re-

estimation formulas by maximizing P(Y{'°[cL) based on the EM algorithm. This can be 
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done by maximizing the following auxiliary function Q with the mixture components being 

the hidden variables: 

Q(い)= E [logP(Yぐ，叫む）IYf叫＝ M P(Y礼叫<1>)~P(Y門） log P(Yf, ml<T>), 
m=l 

(4.18) 

where <I> andふarethe sets of the current model parameters and the re-estimated model pa-

rameters, respectively. m denotes the index of a mixture component. Since log P(Y礼叫西）

in Eq.(4.18) can be rewritten as 

logP(Yf ,ml西)= log P(Yflm, 西） +logP(mlふ）， (4.19) 

maximizing Eq.(4.18) is equivalent to individually maximizing the following two functions: 

Q履 lif>)=~ 
M P(Yf, 叫if>)

m=l P(Y杓if>)
logP(Y釘m,<I>), (4.20) 

with respect to Bm and .Em, and 

Q げlif>)=~
M P(Yf, 叫if>)

m=l P(Y杓if>)
logP(叫剥， (4.21) 

with respect to w加

Let the probability P(Yf, mJ<!>)/P(Y杓<I>)in Eq.(4.20) and Eq.(4.21) be denoted as 
こ贔冒土宜，m,tusing the current model parameters <P. Then, we can estimate rk,m,t 
efficiently as 

匁，t瓜，t+lWmfm(Yk,t+1) 

咋，m,t={~•
P(Y釘<I>)'

where ak,t and Pk,t are obtained recursively: 

t = l 

t=l, ... ,Lk-l 

t = Lk, 

叫={ f(Yk,1), 
鱈 t-if(Yk,t), t=2, ... ,Lk, 

加={ 1, t = Lk 
f3k,t+1f(Yk,t+1), t = Lk -l, ... , 1. 

(4.22) 

(4.23) 

(4.24) 

First, we consider obt叫ningthe cl-th dimensional mean trajectory parameters of the m-th 

mixture, bm,d = [bm,O,d, 加，l,d,・.. , 如，R,i「. These parameters can be obtained through 
differentiation of Eq.(4.20) with respect to加，r,dand solving the equation: 

叩 1
K Lk 

祝）
_ =~ ~ ~/k,m,t olog j m(Yk,t) = O, 
m,r,d k=l t=l f)加，r,d

r = 0, ... ,R. (4.25) 

From Eq.(4.1.5), 

fJlogfm(Yk,t) = (Yk,t,d -Zk, 心，d) t -l ,. 
瓜，r,d Cm,d (恥ー 1) (4.26) 
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Substituting this equation into Eq.(4.25) and noting that Cm,d is an independent constant 

of time t, we obtain 

K Lk 

LL1k,m,t 
k=:l t=:l 
｛似，,,,ー：加，u,du,-_¥)'} (L—~\)'~0, r = 0, ... ,R. 

Eq.(4.27) can be rewritten as 

R 

こ恥(u+r)加，u,d= Vm,d(r), r = 0, ... , R, 
u=O 

where 
K Lk 

珈 (l) = I: I: tk,m,t 
t -l l 

k=lt=l (Lk-l)'l=0, ... ,2R, 

and 

(4.27) 

(4.28) 

(4.29) 

K Lk t -l r 
髯 d(r) = E〗咋，m,t Yk,t,d (且ー 1), r=O, ... ,R 

Note that gm(l) is independent of the dimension d of the feature parameter and Vm,d(r) 

is dependent of dimension d. The (R + 1) parameters, {加，i,,d,u = 0, ... , R}, can be 
obtained by solving the set of (R + 1) simultaneous linear equations given by Eq.(4.28). 

These equations can be written in a matrix form as follows: 

(4.30) 
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In order to compute the d-th diagonal component of the covariance matrix芦， wediffer-

entiate Eq.(4.20) with respect to the Cm,d and solve the following equation: 

8Q1 
K Lk 

釘og仁(Yk,t)
叫 d=LL礼，m,t = 0. 
k=l t=l fJcm,d 

From Eq.(4.15), we can derive 

8log fm(Yk,t) 1 
=—+ (Yk,t,d -Zk,tい）2. 

尻n,d 2cm,d 2立，d

Using Eq.(4.33), Eq.(4.32) can be rewritten as 

1(Lk 

LL { rk,m,t Cm,d -(Yk,t,d -Zk,tbm,dげ}= 0. 
k=l t=l 

Then, Cm,d can be obtained by 

J{ Lk 

I: I:'Yk,m,t (Yk,t,d -Z叫叫砂2
- k=l t=l 
Cm d = ， 

J{ Lk 

□こ1k,m,t
k=lt=l 

(4.31) 

(4.32) 

(4.33) 

(4.34) 

(4.3.5) 
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The weighting coefficient i恥 canbe obtained from Equation (4.21) by application of a 

Lagrange optimization using Lagrange multipliers: 

面m=

K Lk 

LL1k,m,t 
k=l t=l 
k ら M

こ区L Jk,j,t 
k=lt=lj=l 

(4.36) 

The results of the model parameters obtained from the clustering method described in 

Section 4.2.2 can be used as initial model parameters for the EM algorithm. 

4.2.3 Variance trajectory model 

In the previous subsection, we have discussed the mixture density polynomial segment 

model (MDPSM), where the mean feature vector of the m-th mixture is varying with 

time, but the covariance matrix Em remains time invariant. In this subsection, we modify 

the segment model so that both the mean vector and the covariance matrix can vary with 

time within a segment. We believe that this will allow more precise modeling. In order to 

characterize the time-varying behavior of the mean vector and the covariance matrix, we 

represent their trajectories by a polynomial segment model. In the case of the covariance 

matrix Em,t = diag[cm,t,1, ... , Cm,t,D], this is represented as an R-th order polynomial: 

Cm,t = ZtS加 (4.37) 

where 

叫，t= [cm,t,1, ・ ・ ・, Cm,t,D], 

Zt = [ 1, 口，（口）Rl' 
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(4.40) 

1 
D 

丘(Yt)= 1exp{ —~(Yt,d -Ztい）2(2亨ml'~1 Cm,t,d)う dccl 2cm,t,d } , 
(4.41) 

In this model, estimates of the mean trajectory and weight parameters can be obtained in 

a way similar to that described in 4.2.2, except that Cm,d in Equation (4.26) is replaced 
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by戸n=O 3m,n,d (麟） to reflect its time dependence. The computation of the mean tra-
jectory and weight parameters can be obtained from Eq.(4.31) and Eq.(4.36), res?ectively. 

Note that gm(l) and Vm,d(r) in Equation (4.31) and ,k,m,t in Eq.(4.36) are different from 

the time-invariant case, because the likelihood is computed by Eq.(4.41) instead of Equa-

tion (4.1.5). The computation of variance differs as follows. The ML estimates of the d-th 

diago叫 componentof the covariance matrix豆mcan be obtained through differentiation 

of Eq.(4.20) with respect to sm,r,d and solving the equation: 

8Q1 
K Lk 

=LL 
8log fm(Yk,t) = o. 

8sm,r,d k=l t=l 
叩,,m,t

卵m,r,d
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(4.42) 

-(Yk,t,d -Zk, い）2} = 0. 

(4.43) 

This is a non-linear equation in Sm,n,d・In order to make it linear, we use an approximation 

assuming品，n,din the denominator is replaced by the current value, .Sm,n,d, as 

K Lk (t -l r 
~~ 

加ー1) R t -l u 
咋，m,t

k=l t=l { t t -l n 』u=O
2~ 凸，u,d

n=O m,n,d (Lk -1) } 

'{  (ら— 1) -(Yk,t,d -Zk,tい）2} = 0. 
(4.44) 

Now Eq .(4.44) can be rewritten as 

R 

こ知，d(u+ r) Sm,u,d = Xm,d(r), r = 0, ... , R, 
u=O 
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(4.45) 

(4.46) 

(4.4 7) 

The (R + 1) parameters, {sm,u,d, 1l = 0, ... , R}, can be obtained by solving the set of 
(R+ 1) simultaneous linear equations given by Eq.(4.45). These equations can be written 
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in a matrix form as follows: 
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(4.48) 

Note that both hm,d(l) and Xm,d(r) are dependent on dimension in this equation. 

4.3 Evaluation of variance trajectory models 

4.3.1 Conditions 

To investigate the relative effectiveness of the three kinds of MDPSM, we perform ex-

periments on a speaker-independent 16-vowel classification task using the TIMIT corpus. 

Sixteen vowels include 13 monothongs /aa, ae, ah, ao, eh, er, ey, ih, iy, ow, uh, uw, ux/ 

and three diphthongs /aw, ay, oy/. A total of 462 speakers (41,014 tokens) are employed 

for context-independent MDPSM training and 168 speakers (14,981 tokens) are employed 

for testing. The regression order of the mean trajectories and the time-varying variance 

trajectories are set to 2. We generate MDPSMs with diagonal covariance matrices from 

10-dimensional Mel-Frequency Cepstral Coefficients (MFCCs) and their derivatives with 

a 5 ms frame rate. The experimental conditions are listed in Table 4.1. As for the initial 

variances for the variance trajectory model, the estimates obtained from the EM method 

as described in Section 4.2.2 are used. That is, sm,l,d and sm,2,d in Equation(4.40) are set 

to zero for the initial values. Segment Y is classified as phoneme命 if

巾=argmax logP(Ylm). 
m 

(4.49) 

4.3.2 Effectiveness of variance trajectory modeling 

Figure 4.1 shows the differences between the conventional constant variance MDPSM 

(Figure 4.l(a)) and the variance trajectory model (Figure 4.l(b)). These trajectories are 

obtained from the model parameters estimated for the /ay / vowel segments with single 

mixture. The solid lines show the trajectories J..lt of the first and the second MFCC values. 

The dotted lines show the trajectories Pt calculated as: 

且t=~lt 士 Ot. (4.50) 

where a1 represents the standard derivation. Note thatびtis constant throughout the 

segment for Figure 4.l(a) andび1is time-variant for Figure 4.l(b). In general, variances of 

central parts of vowel segments are smaller than those of the beginning or the ending parts 
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Table 4.1: Experimental conditions. 

Sampling frequency 

Preemphasis 

Frame length 

Frame period 

Feature vector 

Number of speakers 

Number of tokens 

MDPSM 

Regression order 

EM iterations 

A叫 ysis

16 kHz 
1 -0.98 z-1 

25.6 msec (Hamming window) 

5.0 msec 

10-order MFCC + 10-order△ MFCC 
Training 

462 

41,014 

Context independent models with 

diagonal covariance matrices 

2 

20 

Test 

Number of speakers 168 

Number of tokens 14,981 

45 

of them. We can see from these figures that the variance trajectory model can capture 

these phenomena. 

Figure 4.2 shows log likelihood as a function of iterations on the / aa/ vowel segments 

(3,054 segments in total). The solid line shows the log likelihood for three component 

MDPSMs with constant variance as described in Section 4.2.2. The dotted line represents 

the for three component MDPSMs with the variance trajectory model (VTM). We can 

see from this figure that the VTM gives higher log likelihood than the constant variance 

model at more than five iterations. 

4.3.3 Classification results 

Baseline performances 

The classification results based on Equation(4.49) are shown in Table 4.2. In this table, 

clustering, EM and VTM stand for the MDPSMs described in Section 4.2.2, Section 4.2.2 

and Section 4.2.:3, respectively. Note that the clustering and EM methods for single 

mixture give the same performances. Duration probabilities are not considered. From 

these results, we can say that the variance trajectory model consistently outperformed 

clustering and EM-based models. It indicates that time-variant modeling of variances is 

effective for improving the classification performances. 
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Figure 4.1: Comparison between (a) constant variance model and (b) variance trajectory 

model. 

Utilization of duration probabilities 

In general, duration probabilities provide useful information for speech recognition. There-

fore, we investigate here the use of the duration probabilities for improving speech recog-

nition performance. These probabilities are computed from a histogram of the training 

segment durations. 

In order to match the dynamic ranges of logP(Y¥m) and logP(L¥m), here we use the 
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Figure 4.2: Log likelil10od as function of iterations on training data (vowel /aa/). 

Table 4.2: Classification rate (%)(without duration probability). 

Method Number of mixtures 

1 3 5 7 ， 
Clusterjng 54.3 56.2 58.9 59.5 60.1 

EM .54.3 59.6 61.4 63.0 63.2 

VTM 56.7 60.7 62.6 63.6 63.8 

following two approaches. In the first approach, we use a fixed (or, static) weighting and 

perform classification using the following equation: 

111, = argmax{logP(Ylm) + alogP(Llm)}, (4.,51) 
m、

where P(Llm) is L-frame duration probability given phoneme m and a is a static weighting 

factor. In order to obtain the optimal value of the static weighting factor a, we conduct 

classification experiments using the training data for training as well as for testing. In 

these experiments, three mixture variance trajectory models are used. Figure 4.3 shows 

the classification performance as a function of a. We have computed the average segment 

length from all the segments in the training data and found it to be 21.99 frames. In Figure 

4.3, we have put a vertical dotted line at a = 21.99. We can see from this figure that 
the classification performance initially increases with a, attains a maximum at a = 20, 
and then starts decreasing. Thus, the best classification performance occurs when the 

weighting factor is appro幻matelyequal to the average segment length. 

In the second approach, we use a variable (or, dynamic) weighting for matching the dy-

namic ranges of logP(Ylm) and logP(Llm) and perform classification using the following 
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Figure 4.3: Classification performance as a function of static weighting factor a of duration 

probability. A vertical line is put at a= average segment duration (=21.99 frames). 

equation: 

巾=argmax{logP(Ylm) + (JLlogP(Llm)}, 
m 

(4.52) 

where (3L can be considered as a segment-length-dependent dynamic weighting factor. 

Figure 4.4 shows the classification performance on the training data as a function of dy-

namic weighting factor, (3. It can be seen from this figure that we get the best classification 

performance when (3 = 1.0. Thus, in both the approaches, the optimal value of the weight 

is approximately equal to the segment length. However, the dynamic weighting is intu-

itively more appealing, because duration probabilities are weighted depending on segment 

lengths. Moreover, it is easy to use, as we do not need to calculate the average segment 

length from the training data. We use the dynamic'weighting with (3 = 1 in all the 

classification experiments reported here-after. 

The classification results on the test data using the duration probability (dynamic weight-

ing and (3 = 1.0) are shown in Table 4.3. From this table, it can be seen that VTM gives 

consistently higher classification rates compared to constant variance models (EM). 

Comparison between VTM and HMM  

In order to compare the performance of VTM with a conventional HlVEvI system, we 

investigate a three-state context independent HMM. Continuous density HMMs for 16 

vowels are trained using the EM algorithm with 20 iterations. No model parameter is tied. 

No state skip is allowed in the transition, that is, three frames are required for the minimum 

duration. The total number of the free parameters for each phoneme HM:C¥'I is S(M D + 
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Figure 4.4: Classification performance as a function of dynamic weighting factor /3 of 
duration probability. 

Table 4.3: Classification rate (%)(with duration probability). 

Method Number of mixtures 

1 3 5 7 ， 
Clustering 56.8 59.5 61.6 62.2 62.4 

EM 56.8 62.3 63.8 65.4 65.9 

VTM 58.7 63.4 65.0 66.0 66.2 

MD+ M + l) (SM D for means, SM D for variances, SM for mixture weights, and S for 

transition probabilities), where S is the number of HMM states. As for VTM, the total 

number of free parameters for each phoneme VTM is (R + l)(Ai D +MD)+ M + 68 ((R + 

l)MD for means, (R + l)MD for variances, M for mixture weights, and 68 for duration 

probabilities (In this chapter, the minimum and ma..ximum duration length are set to 3 

and 70, respectively.). When .M = 5, the total number of the free parameters for HMM, 
VTM without duration probability, and VTM with duration probability become 618, 605 

and 673, respectively. Classification results for the VTM and HMM systems are listed in 

Table 4.4. From this table, it can be seen that VTMs provide about 4% improvement for 

each mixture against the three-state HMM whose number of free parameters is equal to 

that of the VTMs'. 
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Table 4.4: Classification results (%) for the VTM and HMM systems. 

Method Number of mixtures 

1 3 5 7 ， 
VTM(without duration) .56.7 60.7 62.6 63.6 63.8 

VTM(with duration) .58.7 63.4 65.0 66.0 66.2 

HMM 54.1 58.7 60.9 62.0 62.4 

4.4 Time scaling 

Most of segment modeling can be divided into two broad categories in terms of time 

scaling used for segment modeling: absolute time scaling[36][43] and normalized time 

scaling[35][30l[42][41]. However, these studies do not report the relative merits and de-

merits of these time scaling methods for segment-based speech modeling. 

Here, we investigate three kinds of time scaling methods through the polynomial seg-

ment model[30] and compare them in terms of their recognition performance on the same 

database. 

4.4.1 Normalized time scaling 

Consider an L (in frames) length sequence of observation vectors {y1, ... ,YL}, where Yt 

is a D-dimensional observation (e.g. cepstrum) vector at time t. This sequence defines a 

segment which can be expressed in the form of an L X D matrix Y. In the polynomial 

segment model[30], this segment is represented by an R-th order trajectory model as 

follows: 

Y = ZB+E, 

where Z is an L x (R + l) design matrix defined by 

1 

゜ ゜1 
1 

L-l 
(~)R 

Z=I 

（にifI' 1 
t -1 

L-1 L-l 

1 1 1 

(4.53) 

(4 . .54) 

Bis an (R + 1) X D trajectory parameter matrix and Eis an L x D residual error matrix. 
Design matrix Z deals with normalizing different length segments uniformly between time 

periods O and l. The residual error vectors are considered independent between frames and 
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identically distributed as a Gaussian with zero mean and an invariant covariance matrix 

:E. 

4.4.2 Absolute time scaling 

For the absolute time scaling case, we use the following design matrix: 

1 1 1 

1 2 2R 

Z=I 1 t tR I . (4.55) 

1 L LR 

In Eq.(4.55), the starting frames (i.e. 1) are fixed as reference points. This type of time 

scaling has been used by Deng[36]. 

We can also consider the case where the center frames of segments (i.e. L /2) are fixed as 

reference points[43]. In this case, the design matrix is given by 

1 [L/2] -L + 1 {[L/2] -L + l}R 
1 [L/2] -L + 2 {[L/2] -L + 2}R 

Z=I 1 t tR I , (4.56) 

1 [L/2] [L/2jR 

where [・] indicates the integer of the expression in the brackets. 

4.4.3 Experiments 

Conditions 

To investigate the relative performances of three time scaling methods (i.e. Eq .(4.54), 

Eq .(4.55) and Equation (4.56)), we performed experiments on a speaker-independent clas-

sification task using the TIMIT corpus. A total of 462 speakers (3,696 sentences) were 

employed for PSM training and 168 speakers (1,344 sentences) were employed for testing. 

The regression order of the mean trajectories, R, was set to O (constant), 1 (linear) or 2 

(quadratic). We generated single mixture context independent PS Ms with diago叫 covari-

ance matrices for 61 phoneme sets from 26-dimensional MFCCs (12-dimensional MFCC 

+ power and their derivatives) computed with 25.6 msec window duration and 10 msec 
frame period. Segment Y was classified as phoneme ii1 by m = argm認 m logP(Ylm). 
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Table 4.5: Classification rates for 61-phoneme sets witho~t duration p-rob互bility(%). 
Evaluation results for 39 phoneme sets are shown in brackets. 

Design matrix 

(Scaling type) 

Eq.(4.3)(normalized) 

恥 (4.55)(absolute)

Eq.(4.56)(absolute) 

Reg~ession order 
0 1 2 

43.0 (55.5) 47.9 (60.3) 49.5 (62.1) 

43.0 (55.5) 46.3 (58.9) 47.9 (60.7) 

43.0 (55.5) 47.2 (59.9) 48.3 (61.3) 

Table 4.6: Classification rates for 61 phoneme sets with duration probability(%). Evalu-

ation results for 39 phoneme sets are shown in brackets. 

Results 

Design matrix 

(Scaling type) 

恥.(4.3)(normalized)
恥 (4.55)(absolute)

Eq.(4.56)(absolute) 

Regression order 

0 1 2 

45.5 (57.9) 50.0 (62.2) 51.5 (63.9) 

45.5 (57.9) 47.8 (60.4) 49.2 (61.9) 

45.5 (57.9) 48.8 (61.4) 49.5 (62.6) 

Table 4.5 shows the classification rates without duration probabilities. Classification rates 

evaluated with 39 phoneme sets are shown in brackets. Table 4.6 shows the classification 

rates with duration probabilities. In this case, segment Y was classified as phoneme iii 

by m = argrnaxm {logP(Ylm) + LlogP(Llm)}, where P(Llm) is the L-frarne duration 
probability given phoneme m computed as a histogram of the training segment dura-

tion. Segment-length-dependent weighting L was used for matching the dynamic ranges 

of log P(Ylm) and log P(Llm). From these tables, we can see that the normalized time 

scaling method whose design matrix is given by Eq.(4.3) gives consistently better per-

formances for the all cases compared to the absolute time scaling method whose design 

matrix is given by Eq.(4.55) or Eq.(4.56). Note that the 0-th order PS Ms give the same 

performance for all three methods. 

4.5 Conclusions 

In this chapter, we have proposed mixture density polynomial segment models (MDPSM), 

where higher order regression models are used not only for mean trajectory modeling but 

also for time-varying variance modeling. vVe have developed a theoretical formulation for 

estimating the model parameters using the EM algorithm. We have conducted speaker-

independent vowel classification experiments using the TIMIT database and reported the 

classification results. These results indicate that the proposed model gives a consistently 
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better performance than the MDPSM proposed by Gish and Ng [30]. In addition, the 

proposed model shows significant improvement in classification performance over the con-

ventional HMM. 

As the proposed modeling requires the explicit evaluation of different segmentations, the 

computational requirements in PSM or VTM decoding are generally higher than those 

in HMM decoding. To reduce the cost of segment evaluations, several techniques have 

been studied [45] [46] [4 7]. These researches are important to apply segment models to 

continuous speech recognition systems. 

In Section 4.4, three time scaling methods used for segment modeling were compared under 

the same conditions (i.e. recognition system and database). The experimental results on 

the TIMIT classification task show that the normalized time scaling method consistently 

gives the best performance. 
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Chapter 5 

Pronunciation modeling 

This chapter outlines a method for automatically generating a pronunciation dictionary 

based on a pronunciation neural network that can predict plausible pronunciations (real-

ized pronunciations) from the canonical pronunciation. This method can generate mul-

tiple forms of realized pronunciations using the pronunciation network. For generating 

a sophisticated realized pronunciation dictionary, two techniques are described: (1) real-

ized pronunciations with likelihoods and (2) realized pronunciations for word boundary 

phonemes. 

vVe define canonical and realized pronunciations as follows. 

• Canonical pronunciation: Standard phoneme sequences assumed to be pronounced 

in read speech. Pronunciation variations such as speaker variability, dialect, or 

coarticulation in conversational speech are not considered. 

• Realized pronunciation: Actual phoneme sequences pronounced in speech. Various 

pronunciation variations due to speaker or conversational speech can be included. 

In the following sections, we first present training and generation procedures based on a 

pronunciation neural network. In Section 5.3, the proposed method is applied to a task of 

pronunciation dictionary generation for spontaneous speech recognition. Section 5.4 shows 

results of recognition experiments and Section 5.5 gives a discussion of the presented work. 

Finally, preliminary study of pronunciation modeling based on Acoustic Sub-Word Unit 

(ASWU) is presented in Section 5.6. 

5 .1 A historical review 

The creation of an appropriate pronunciation dictionary is widely acknowledged to be 

an important component for a speech recognition system. One of the earliest successful 

55 
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attempts oasecl. on pliono1ogkal rules-was-made-at I-B-M[-48]: Generati-ng-a seiphist-icated-

pronunciation dictionary is still considered to be quite effective for improving the sys-

tern performance on large vocabulary continuous speech recognition (LVCSR) tasks[49]. 

However, constructing a pronunciation dictionary manually or by a rule-based system 

requires time and expertise. Consequently, research efforts have been directed at con-

structing a pronunciation dictionary automatically. In the early 1990s, the emergence of 

phonetically-transcribed (hand-labeled) medium-size databases (e.g. TIMIT[25] and Re-

source Management[50]) encouraged a lot of researchers to explore pronunciation modeling 

[51 ][52][53]. Although all of these approaches are able to automatically generate pronunci-

ation rules, hand-labeled transcriptions by expert phoneticians are required. As a result, 

automatic phone transcriptions generated by a phoneme recognizer, which enable one to 

cope with a large amount of training data, have been used in pronunciation modeling 

[54][55][56][57]. Recently, LVCSR systems have started to treat spontaneous, conversa-

tional speech, such as the Switchboard corpus and consequently, pronunciation modeling 

has become an important topic because word pronunciations vary more here than in read 

speech [58][59][60]. 

5.2 Automatic generation of multiple pronunciations 

5.2.1 Pronunciation network 

To predict realized pronunciations from a canonical pronunciation, we employ a multilayer 

perceptron as shown in Figure 5.1. In this chapter, a realized pronunciation A(m) for a 

canonical pronunciation L(m) is predicted from the five phonemes (i.e. quintphone) of 

canorncal pronunciations L(m -2),., , , L(m + 2)1, 

Now we have two questions: (1) how to train a pronunciation network; and (2) how to 

generate multiple realized pronunciations by using the trained pronunciation network. 

These questions are answered in the following sections. 

5.2.2 Training procedures 

Training data preparation 

To train a pronunciation network, first we have to prepare the training data, that is, .input 

(canonical pronunciation) and output (realized pronunciation) pairs. The training data 

can be prepared by generating a realized pronunciation sequence and mapping it to the 

1This network structure is similar to that employed in NETtalk [61], which can predict an English 
word pronunciation from its spelling. Note that the pronunciation network is designed to predict realized 
pronunciations, for the purpose of improving the performance in spontaneous speech recognition, while 
NETtalk is designed to predict canonical pronunciations for text-to-speech systems. 
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Substitution Insertion Deletion 

---ヽ-、---ヽ-、
OUTPUT 0…. ,:J 0 …• Q Q A(m) 

~t/ 
HIDDEN 

INPUT 

00…・00 
----てごジア↑ ‘ミミご------
0…・O 0…・O 0…・O 0…・O 0…・O 
、-----------、一-------―~、-----L(m-2) L(m-1) L(m) L(m+l) L(m+2) 

Figure 5.1: Pronunciation network. 

canonical pronunciation as follows. 

1. Conduct phoneme recognition using speech training data for dictionary generation. 

The recognized phoneme strings are taken as the realized pronunciation sequence. 

2. Align the canonical pronunciation sequence to the realized pronunciation sequence 

using a dynamic programming algorithm. 

For example, if the phoneme recognition result (i.e. realized pronunciation) for the canon-

ical pronunciation / a r a y u r u/, is / a'W a u r i u/, the correspondence between 

the canonical pronunciation and the realized pronunciation can be determined as follows: 

a r a y u r u (canomcal pron.) 

a'W a u r i u (realized pron.), 

where the second phoneme of the canonical pronunciation, /r /, is substituted by /y /, and 
/y / is deleted and / i/ is inserted for the sixth phoneme of the canonical pronunciation, 
/r/. That is, L(2) = r, A(2) = Y, L(4) = y, A(4) = x (deletion), L(6) = r and 
A(6) = {r, i} (/i/ is an insertion). The correctly recognized phonemes are also treated 
as substitutions (e.g. / a/ is substituted by / a/). Phoneme recognition is conducted using 

all of the training data and the aligned results are used as the data for input and output, 

for the pronunciation neural network training (described in the following section). Nate 

that both the phoneme recognition and alignment procedures are not performed for each 

word but for each utterance. 

Structure of pronunciation network 

To train a pronunciation network, a context of five phonemes in the canonical pronunci-

ations, L(m -2), ... , L(m + 2), are given as inputs; A(m) aligned to L(ni) is given for 
the outputs. A total of 130 units (26 Japanese phoneme sets times five contexts) are used 
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in the input layer. The representation of realized pronunciations at the output layer is 

localized, with one unit representing deletion, 26 units representing substitution, and 26 

units representing insertion, providing a total of 53 output units互

In the previous example, when / /(deletion), which corresponds to the fourth canonical 

string /y /, is used as A(m), and /r a y u r / are used as L(m -2), ... , L(m + 2). Here, 
1.0 is given as the output unit for deletion and as the input units for the /r / in L(m -2), 

/a/ in L(m -1), /y/ in L(m), ju/ in L(m + 1) and /r/ in L(m + 2); 0.0 is given for the 
other input and output units. 

5.2.3 Generation procedures 

Realized pronunciation generation 

Assume that we want to :find the best (i.e. most probable) realized pronunciation for a 

word W in terms of pronunciation network outputs. Let the canonical pronunciation of 

vV be denoted as L = [L(l), ... , L([W[)], where [WI is the number of phonemes of the 

canonical pronunciation (¥WI 2:: 5). Realized pronunciation A=  [A(l), ... , A([W[)] for L 

can be obtained in the following steps. 

1. Set i = 3, A(l) = L(l), and A(2) = L(2). 

2. For the quintphone context of the i-th phoneme, l = [L(i -2), ... , L(i + 2)), input 
1.0 in the corresponding input units of the pronunciation network. 

3. Find the maximum unit Ul。utin all of the output units. 

(a) If Ul。utis found in the substitution units, set A(i) to the phoneme of Ul。ut・

(b) If Ulaut is found in the insertion units, find another maximum unit U2。utin the 
substitution units. Set .r1(i) to the phoneme list of U2。utand Ul。ut,respectively. 

(c) IfUl。utis the deletion unit, set A.(i) = x. 

4. Set i = i + 1. 

5. Repeat step 2 to step 4 until・i = [W[ -1. 

6. Set A([W[ -1) = L([W[ -1) and A([W[) = L([W[). 

2In this chapter, we do not treat insertions of more than two phonemes, because there are relatively 
very few of them and the number of weights can be reduced. 
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Table 5.1: Example of inputs and outputs for the canonical pronunciation /a r i g a t 

o o /. / x/ denotes deletion. 

input I phoneme (raw output/normalized output) 

1 2 3 

a rig a i (0.9/1.0) u (0.2/0.22) o (0.1/0.11) 

rig at x (0.4/1.0) g (0.3/0.75) b (0.1/0.25) 

i g at o a (0.8/1.0) e (0.4/0.5) o (0.2/0.25) 

g at o o t (0.5/1.0) d (0.3/0.6) k (0.2/0.4) 

Multiple pronunciations with likelihoods 

Multiple realized pronunciations can be obt叫nedby finding the N-best candidates based 

on the output values of the network. Suppose that the outputs for the canonical pronun-

ciation /a r i g a t o o/ are obtained as shown in Table 5.1. Then, multiple realized 

pronunciations can be determined by multiplying each normalized output for all possible 

combinations and choosing the probable candidates. Although multiple pronunciations 

can be obtained by setting the number of candidates N as in [62][63], in this chapter we 

use a likelihood cut-off threshold for the multiplied normalized output. When the thresh-

old is set to 0.4, we get the following six realized pronunciations for / a r i g a t o o / 

(normalized pronunciation likelihoods are in brackets). 

ヽ

'

_

ノ

、

ー

ー

／

5

5

 

7

4

 

．

．

 

)

）

）

0

)

 
4
 

゜

0(65(• 
．

．

．

．

 

1
 

o
 
O
 

O
 
O
 

0
 

（

（

（

（

 

0
 

0
 

0
 

0
 

0
 

0
 

o

t

o

o

d

o

 

t

a

d

t

a

k

 

a

g

a

e

g

a

 

.

l

.

1

.

l

i

.

l

.

l

 

r

r

r

r

r

r

 

a

a

a

a

a

a

 

•••••• 1

2

3

4

5

6

 

Nate that in this example, 1.0 is given as the pronunciation likelihood for the word bound-

ary phonemes; the beginning two phonemes (/ a r /) and the ending two phonemes (/ o 

o/). 

Integrating the pronunciation likelihood into speech recognition 

In conventional speech recognition systems, recognized word sequence 11V given observation 

0 can be obtained by T,Tf = argmaxw P(WIO). In this chapter, we extend this formula 
by considering the realized pronunciation Prn for the word 11V as follows: 
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＾ W = argmax L P(Prn, WIO). 
WEW  PrnEW 

(5.1) 

Using Bayes'Rule, the right-hand side of Eq.(5.1) can be written as 

argmax I: P(OIPrn, W) P(W) P(PrnlW). 
WEW  PrnEW 

(5.2) 

The first term in Eq.(5.2), P(O[Prn, W), is the probability of a sequence of acoustic 

observations, conditioned on the pronunciation and word string. This probability can be 

computed using an acoustic model. The second term in Eq.(5.2), P(W), is the language 

model likelihood and can be computed using an n-gram word model. We call the third 

term in Eq.(5.2), P(Prn[W), the pronunciation model. In this chapter, the pronunciation 

network is used as the pronunciation model. 

vVe consider that multiple realized pronunciations mainly represent the pronunciation vari-

ability caused by speaker or context differences. That is, for a cer⑬ in speaker and in a 

certain context, only one realized pronunciation can be taken for a word pronunciation. 

Therefore, we omit the summation in Eq.(5.2). Furthermore, by applying exponential 

weighting to the language probability and pronunciation probability, the acoustic obser-

vation O can be decoded by the word sequence based on the following equation: 

argmax P(OIPrn, W) P(1¥t P(P叫w)'6,
WEW,PrnEW 

(5.3) 

where o: and (3 are weighting factors for the language model and the pronunciation model, 

respectively. 

Realized pronunciations for word boundary phonemes 

In the previous section, the four phonemes at word boundaries, L(l), L(2), L(¥W¥ -1) and 

L(¥W[), are not predicted by the pronunciation network and the canonical pronunciations 

are simply used as the realized pronunciations for these phonemes, since the preceding 

and succeeding words of l'V are not known at the stage of generating a dictionary. The 

optimal solution would be to apply the pronunciation network during the decoding stage 

to generate realized pronunciations on the :fly based on hypotheses, but this is technically 

difficult[64]. 

To avoid this, an N-best rescoring paradigm has been proposed, by applying decision 

tree based pronunciation models to the hypothesis generated using the conventional die-

tionary [58][59]. Although this approach can evaluate pronunciation variations even for 

word boundary phonemes depending on the preceding and succeeding words, the obtained 



5.2. Automatic generation of multiple pronunciations 61 

improvement is not significant. We suspect that this is mainly due to the fact, that the 

N-best hypotheses are not obtained using an realized pronunciation dictionary but the 

baseline dictionary whose decision tree models are not applied. 

In [57], cross-word effects are roughly incorporated into the pronunciation modeling through 

the inclusion of word boundary information as an additional feature in the decision tree 

clustering. No improvement, however, is obtained by the implementation of cross-word 

pronunciation modeling. This implies that the contextual dependency for each word, such 

as a word A. which is often followed by a word B, has to be taken into account when 

predicting realized pronunciations for word boundary phonemes. 

Therefore, we take the approach to generate a realized pronunciation dictionary whose vari-

ations are considered not only within-word phonemes but also word-boundary phonemes, 

and use this dictionary to the first pass in decoding. Pronunciation variations for word-

boundary phonemes can be taken into account based on language statistics. As language 

statistics, we employ word bigram models here. Their probabilities are employed to gen-

erate realized pronunciations. Because word bigram models give all possible preceding 

and succeeding words and their frequencies for a certain word, five phoneme contexts 

(quintphone) of word boundary phonemes are statistically determined. 

Consider that we want to find realized pronunciations for the first canonical phoneme 

Lwc(l) for a word We and its canonical pronunciation is Lwc = [Lwc(l), ... , Lw叫Wei)],
where IWcl is the number of phonemes of the canonical pronunciation. Let a word which 

can be preceded by We be denoted as Wp whose canonical pronunciation is L叩＝

[LwP(l), ... , LwP(IWPI)], where IWPI is the number of phonemes of the canonical pro-

nunciation. Then, the quintphone for Lwc(l) is fixed as [LwP(IWPI -1), LwP(IWPI), 

Lwc(l), Lwc(2), Lwc(3)] and the output values of the pronunciation network can be 

computed. By computing output values for all possible preceding words for Lwc, the 

output value of the i-th output unit, Sい (1),is statistically computed as 

氾，;(l)=>: P(WclWp)Swc,Wp,i(l), (5.4) 
WpEW 

where Wis the set of all possible words, P(WclWp) is the conditional probability of We 

given by the word bigram models, and Swc,Wp,i(l) is the output of the、i-thoutput units 

computed by the quintphone input using 11V c and 1Vp. Similarly, the output values for 

other word boundary phonemes, e.g., Lwc(2), Lwc(IWcl -1), and Lwc(IWcl), can be 

statistically computed. Once the outputs for each output unit are computed, multiple 

realized pronunciations for 11V c can be obtained as shown in Section 5.2.3. 
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Table .S.2: w(m -i) in Eq.(.S.6). 

context 

known 

statistically known 

unknown 

[ii 
0 1 2 

1.0 1.0 1.0 

0.8 0.9 

0.7 0.8 

Table 5.3: Examples of simple and expert pronunciation dictionaries.'-'denotes 

silence. {I-} represents that both no silence and silence can be used. 

example 

1. 

2. 

3. 

simple dictionary 

hey a {I-} 
expert dictionary 

{hlb} e ya {I-} 
s u m i m a s 

ho sh i {I-} 
e ng {I-} J s u {{ml}ilng} mas e ng {I-} 

ho sh i 

Reliability weighting for pronunciation likelihoods 

Although P(A[W) in Eq.(5.3) given as the normalized likelihood can be used as the score 

for the pronunciation models, the reliability of P(A[W) for the following three kinds of 

realized pronunciations will decrease in the following order: (1) obtained from quint-

phone input (known), (2) obtained using language statistics (statistically known), and (3) 

substituted with the canonical pronunciation (unknown). Therefore, we introduce a mod-

ified pronunciation likelihood P'(A[W) computed by multiplying a weighting factor k to 

P(A[W) as 

P'(AIW) = k. P(AIW), (5.5) 

where k is a !WI dependent constant factor (0 < k < 1) and is defined as 

IWI 2 
~IT 切(m-i) 

k= 
m=l i=-2 

IWI 
(5.6) 

where w(m -i) is heuristically defined as in Table 5.2. Here, values for Iii = 2 are set to 
bigger than Iii = 1 because two phonemes away from the center phoneme would affect the 
output less than adjacent phonemes. 
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5.3 Pronunciation dictionary for spontaneous speech recog-

n1t1on 

5.3.1 Conditions 

A total of 230 speaker (100 male and 130 female) dialogues were used for the pronunciation 

network and acoustic model training. A 26-dimensional feature vector (12-dimensional 

mel-cepstrum + power and their derivatives) was computed using a 25.6 msec window 

duration and a 10 msec frame period. A set of 26 phonemes was used as the Japanese 

pronunciation rep res en tations. 

Shared-state context dependent HMMs (CD-HMMs) with five Gaussian mixture compo-

nents per state [16] were trained. The total number of states was set to 800. By using 

the CD-HMMs and Japanese syllabic constraints, phoneme recognition was performed on 

the training data. The phoneme sequences of the recognition results were taken as the 

realized pronunciations. For each utterance, these realized pronunciations were aligned to 

their canonical pronunciations transcribed by human experts. 

5.3.2 Pronunciation network training 

Canonical pronunciations with quintphone context and their correspondent realized pro-

nunciations (about 120,000 samples in total) were used as the inputs and outputs for the 

pronunciation network training. The structure of the pronunciation network is shown in 

Figure 5.1, where 130 input units, 100 hidden units, and 53 output units are used. There 

is also a bias that acts as an additional input constantly set to one. The total number of 

network weights including the biases becomes 18,453 (131 X 100+ 101 X 53). For output and 

hidden units, the sigmoid function with the mean squared error criterion is used because 

each output produces a number between O and 1 but the sum of all outputs does not sum 

up to one. The network was tr叫nedusing 1,000 batch iterations and an intermediate 

network after 500 iterations was used in the following experiments. The differences in the 

recognition performance for the number of iterations are discussed in Section 5.5.l. The 

phone recognition accuracy between the canonical pronunciation and the training data 

is 81.1 %. In order to indicate how the pronunciation network can predict pronunciation 

variation, we evaluated performances of the pronunciation network by the coincidence rate 

and by the mean squared error (MSE) for the training data. Figure 5.2 shows the coin-

cidence rates of target pronunciation and estimated pronunciation (solid line), and the 

MSE between the targets and the estimates (dotted line) as a function of the number of 

training iterations. The coincidence rate for target and canonical pronunciation (shown 

as Original Correct in the figure) is 77.2 %. 
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Figure 5.2: Coincidence rates (solid line) and mean squared error (dotted line) of target 

and estimates for training data as a function of number of training iterations. Coincidence 

rate for target and canonical pronunciation (shown as Original Correct) is 77.2 %. 

5.3.3 Generation of realized pronunciation dictionary 

We applied the trained pronunciation network to the following two kinds of Japanese 

pronunciation dictionaries with 7,484 word entries 3 developed for spontaneous speech 

recognition on a travel arrangement task [14]. 

• Simple dictionCL'T"y: Each word entry has a single standard canonical pronunciation. 

This dictionary is automatically generated from its reading represented by Japanese 

syllabic symbols (katakana characters). All entries can be followed by silence (i.e. 

pause) in recognition. 

• Expe-rt dictionary: This dictionary is constructed by h urn an experts considering 

pronunciation variabilities such as successive voicings 4, insertion and substitution 
of phonemes occurring in spontaneous speech, and possible insertions of a pause. 

3Multi-words, which were automatically generated by the language modeling (18], were also included 
in the entries. 
4Some Japanese word pronunciations change when a compound word is formed. For example, the 
conjunction of /k o d o m o/ (child) and /h e y a/ (room) is pronounced /k o d o m o Q e y a/. 
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Table 5.4: Total number of multiple pronunciations for 7,484 word entries. 

before bracket expression 

after bracket expansion 

Prop 1 (w / o boundary phonemes) 

Prop 2 (with boundary phonemes) 

simple 

7,484 

14,968 

28,663 

33,742 

expert 

7,484 

17,210 

33,198 

42,103 

65 

Table 5.3 shows examples of pronunciations obtained for these dictionaries.'-'denotes 

silence. In example 2 of the expert dictionary, / s u { { m I} i Ing} m a s e ng { I -} / rep-

resents the following six kinds of multiple pronunciations. 

1. s u m i m a s e ng 

2. s u i m a s e ng 

3. s u ng m a s e ng 

4. s u m i m a s e ng -

5. s u i m a s e ng -

6. s u ng m a s e ng -

By expanding the brackets shown in Table 5.3 as above and applying these canonical 

pronunciations to the pronunciation network, a realized pronunciation dictionary is auto-

matically generated as described in Section 5.2.3. Table 5.4 shows the total number of 

multiple pronunciations for 7,484 word entries. In this table, Prop 1 and Prop 2 denote the 

proposed realized pronunciation dictionaries without and with the application of the word 

boundary phonemes described in Section 5.2.3, respectively. The threshold for limiting 

the number of realized pronunciations was set to 0.4 for all cases. We used the expanded 

dictionaries as the baseline dictionaries in the following recognition experiments, but note 

that the bracket expansion did not affect the recognition performance. 

For example, the multiple realized pronunciations obtained from the pronunciation net-

work for a word /w a z u k a/ are shown in Table 5.5. In this example, word boundary 
phonemes (i.e. /w a/ and /k a/) are also applied to the pronunciation network. 

5.4 Evaluation of automatic pronunciation modeling 

To investigate the relative effectiveness of the proposed dictionary generated in Section 

5.3, we conducted continuous speech recognition experiments on a Japanese spontaneous 

speech database [14]. 
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Table 5.5: Examples of realized pronunciations with normalized likelihoods for /w a z u 
k a/. 

pronunciation normalized likelihood 

w a z u k a 1.0 

a z u k a 0.896 

w a z u t a 0.662 

a z u t a 0.593 

5.4.1 Experimental conditions 

The same training data, front-end, and acoustic model described in Section 5.3.1 were 

used. For the open test set, 42 speaker (17 male and 25 female) dialogues were used. 

Variable-order n-grams [18] were used as the language model. A multi-pass beam search 

technique was used for decoding [17]. The language and pronunciation probability weights, 

o: and fJ in Eq.(5.3) were equally set. 

Four kinds of realized pronunciation dictionaries were generated for each baseline dictio-

nary (i.e. the simple and expert dictionaries): 

l. Generate a realized pronunciation dictionary with no pronunciation likelihood or 

language statistics for word boundary phonemes. (Dict 1) 

2. The same as for Dict 1 but with the pronunciation likelihoods described in Section 

5.2.3. (Dict 2) 

3. Generate a dictionary by using language statistics as described in Section 5.2.3. The 

reliability weighting described in Section 5.2.3 is also applied. (Dict 3) 

4. The same as for Dict 3 but with pronunciation likelihoods. (Dict 4) 

Note that the total number of multiple pronunciations for Diet 1 and Diet 2 are the same 

as Prop 1 in Table 5.4. The total number for Diet 3 and Diet 4 are the same as Prop 2 in 

this table. 

5.4.2 Recognition results 

Simple dictionary 

Recognition results in word error rate (WER) (%) for the simple dictionary are shown 

in Table 5.6. All four proposed dictionaries outperform the baseline dictionary. Also, 

the application of pronunciation likelihoods or language statistics (Dict 2, Dict 3, or Dict 
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Table 5.6: Recognition results for the simple dictionary. 

dictionary likelihood language stat. WER (%) 

Baseline 34.5 

Diet 1 no no 33.2 

Diet 2 yes no 31.2 

Diet 3 no yes 32.9 

Diet 4 yes yes 31.1 

Table 5.7: Recognition results for the expert dictionary. 

dictionary likelihood language stat. WER (%) 

Baseline 29.0 

Diet 1 no no 27.9 

Diet 2 yes no 26.0 

Diet 3 no yes 27.4 

Diet 4 yes yes 26.4 

4) boosts the recognition performance of our previous approach (Diet 1). Note that the 

proposed dictionary generated using both pronunciation likelihoods and language statis-

tics achieved about a 10% error reduction in word error rate compared to the baseline 

performance. 

Expert dictionary 

Recognition results in word error rate(%) for the expert dictionary are shown in Table 5.7. 

First, comparing the two baseline results for the simple and expert dictionaries in Tables 

5.6 and 5.7, the expert dictionary (29.0%) can be observed to be significantly superior to 

the simple dictionary (34.5%). Second, we can see similar improvements by applying the 

proposed method to the baseline expert dictionary as achieved with the simple dictionary. 

Note that the proposed dictionary with pronunciation likelihoods and language statistics 

(Dict 4) achieved about a 9% error reduction in word error rate compared to the baseline 

performance. 

Error analysis 

From Tables 5.6 and 5.7, the proposed dictionaries gave consistently better performances 

than the baseline dictionaries. Here, we found from the recognition results that the number 

of insertion and substitution errors for the proposed dictionaries significantly decreased 

compared to the baseline dictionaries. We believe that this is because the proposed dic-
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Figure 5.3: Word error rate and total number of realized pronunciations as functions of 

neural network training iterations. 

tionary reduces the errors when long word is incorrectly recognized as a sequence of short 

words, or a correct word is substituted as another word when the actual pronunciation is 

slightly different from that in the baseline dictionary. 

5.5 Discussion 

5.5.1 Number of iterations for NN  training 

The word accuracy and the total number of realized pronunciations as functions of neural 

network training iterations (.50, 100, 200, .500 and 1,000) are shown in Figure .5.3. The 

experimental conditions were the same as those described in Section .5.4.1, except that 

the threshold for the normalized likelihood was set to 0 . .5. The baseline expert dictionary 

was used for generating the realized pronunciations. No pronunciation likelihoods or lan-

guage statistics were used in this experiment. From these results, it can be seen that the 

recognition performance was improved up to .500 iterations and then saturated, while the 

realized pronunciations kept increasing. Note that all created dictionaries outperformed 

the baseline dictionary. 
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Figure 5.4: Word error rate and total number of realized pronunciations as functions of 

thresholds, for limiting the number of pronunciations. 

5.5.2 Probability cut-off threshold 

The word accuracy and total number of realized pronunciations as functions of thresholds 

(in steps of 0.1 from 0.2 to 1.0), for limiting the number of realized pronunciations, are 

shown in Figure 5.4. The experimental conditions were the same as those described in 

Section 5.4.l. The baseline expert dictionary was used for generating the realized pronun-

ciations. No pronunciation likelihoods or language statistics was used in this experiment. 

From these results, we can see that the recognition accuracy showed a flat peak around 

0.4 to 0.6, and the smaller the used threshold is, the lower the word accuracy, and the 

exponentially larger the pronunciations became. Again, note that all created dictionaries 

outperformed the baseline dictionary. 
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Table 5.8: Computational requirements and pronunciation entries for the expert dictio-

naries normalized against those of the baseline system. 

dictionary CPU time entries 

Diet 1 1.04 1.93 

Diet 2 1.20 1.93 

Diet 3 1.19 2.45 

Diet 4 1.33 2.45 

5.5.3 Computational requirements 

As the proposed dictionaries have significantly more entries than the baseline dictionaries 

(see Table 5.4), we investigated the computational requirements of the experiments run 

for the expert dictionary. The computational requirements and pronunciation entries for 

the expert dictionaries, which are normalized against those of the baseline system, are 

shown in Table 5.8. From these results, although the proposed dictionaries required some 

additional search time compared to the baseline system, the increase in search time was 

much less than the increase in actual pronunciation entries in the dictionary. We believe 

that this phenomen is due to the fact that the proposed realized pronunciation dictionaries 

appropriately represent actually occurring pronunciations in conversational speech. Note 

that the computational requirements of realized pronunciations highly depend on the rec-

ognizer's representation of pronunciations. In our case, the multiple pronunciations are 

represented in a network with the sharing of common phones, and this will be much faster 

than a linear lexicon. 

5.5.4 Application to another recognition system 

To see the effectiveness of the obtained pronunciation dictionary on other recognition 

systems, is an interesting topic, since we do not know whether the proposed method 

generates a universal dictionary able to be effective in other systems. To construct another 

system, we used Janus Recognition Toolkit (JRTk) [65]. Although the same training and 

test sets were used, the front-end, acoustic modeling, language mode且ng,and decoder 

were totally different from those in the previous experiment. Unfortunately, no significant 

improvement was observed (the WER slightly increased by 0.2%). We therefore suspect 

that a pronunciation dictionary generated based on phone recognition results, i.e., the 

proposed m叫10dor other similar approaches [54][57][58][?], is difficult to use as a universal 

dictionary unless the inappropriate pronunciations caused by the phone recognizer (i.e., 

recognition errors) are filtered out. 
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5.6 From phonemic units to acoustic units 

5.6.1 Background 

In speech recognition, current successful approaches are mainly based on context-dependent 

phone modeling with distribution clustering techniques. These approaches achieve 90% 

recognition accuracy for unlimited-vocabulary read Wall Street Journal speech and 97% ac-

curacy for a roughly 5000 word vocabulary spontaneous human-computer database query 

task. However, in the case of human-human dialog utterances, for example, the Switch-

board corpus, we have a word error rate of more than 30% even if state-of-the-art acoustic 

models are used [66]. At ATR, we are collecting spontaneous human-human dialog utter-

ances [14]. While the Switchboard corpus is telephone bandwidth speech, ATR sponta-

neous database is wideband (16 kHz sampling) speech. Nevertheless, our current system 

achieves only about 75% word accuracy for speaker-independent models. This suggests 

that a radical shift in modeling is needed to handle some of the phenomena found in 

spontaneous speech. 

Statistical acoustic models have been studied mainly based on phone units which have been 

pre-determined independently of real acoustic characteristics of spoken utterances. This 

pre-determination of phone units causes serious mismatches between input speech char-

acteristics and recognition unit characteristics invoked by corresponding phone sequences, 

especially when it is applied to highly co-articulated spontaneous speech. 

To cope with these mismatches, we combined two advances proposed in previous work 

[67][30]. The first is the use of acoustically derived segment units (ASUs), which was 

an active research topic over the last decade [68][69][67] [70]. Secondly, the ASUs are 

represented by stochastic segment trajectory models where the trajectories can be specified 

with an arbitrary regression order [30]. 

In order to implement an ASU-based modeling approach in a speech recognition system, 

we must solve two problems: (1) How do we design an inventory of acoustically-derived 

segmental units and (2) How do we model the pronunciations of lexical entries in terms 

of the ASUs. For the first question, Bacchiani et al. have proposed automatic generation 

schemes [71]. As for the second question, if we have a large number of word speech to be 

recognized, we can construct an ASU-based statistical word model[72][67]. In general, how-

ever, it is difficult to construct such database especially for large vocabulary systems. To 

overcome this problem, we have developed an ASU-based word model generation method 

by composing the ASU statistics. 

We start with a brief explanation on ASU generation in Section 5.6.2. Section 5.6.3 then 

presents a method of mapping scheme between ASU s and a lexicon. vVord recognition 

experiments on speaker-dependent spontaneous speech are described in Section 5.6.4. 
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--5.B.2 Acoustically derived unit-generation---------- -- --

Polynomial trajectory models 

Each ASU can be represented by stochastic segment trajectory models where the trajec-

tories is specified with an arbitrary regression order. This modeling is the same as that 

proposed by Gish et al.[30] except that we adopt this modeling not for phones but for 

ASUs. 

Unit design 

The ASU generation is carried out as follows. First, acoustic segmentation is done as 

an initialization of the unit design procedure. Second, the segments resulting from the 

acoustic segmentation are clustered to form an initial inventory of ASU s. As the acoustic 

segment boundaries obtained by the first step are sub-optimal for the initial inventory, it-

erative re-estimation is done. We have confirmed experimentally that only a few iterations 

are quite enough[70]. 

Segmentation example 

Figure 5.5 shows an example of ASU-based segmentation. The boundaries include (a) 

hand-labeled phoneme boundaries, (b) acoustically segmented initial boundaries, (c) Viterbi 

segmented boundaries by initial ASUs (calculated from the acoustic segmentation) and 

(d) Viterbi segmented boundaries using a secondly calculated ASU set via Viterbi seg-

mentation. 

Using this iterative algorithm, we have confirmed experimentally that (1) the test set 

likelihood using the ASU s is higher than that based on traditional phone models and (2) 

the likelihood as a function of the iterations on the testing data increases monotonously[71]. 

5.6.3 Lexical mapping 

In ASU-based speech recognition, the main question to be answered is how to represent 

words in the recognition vocabulary in terms of an appropriate sequence of ASUs. Sev-

eral techniques have been proposed for the case in which a large number of utterances 

for each vocabulary word are seen in the training set[67][72]. However, no method has 

been proposed for unseen words. To cope with this problem, we propose an ASU-based 

composition method which enables the production of le; 豆con-basedword models. These 

word models are made in a three-step process: (1) phoneme level composition, (2) word 

level composition, and (3) hybrid composition using the results of (1) and (2). These steps 

＼ 
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Figure 5.6: Example of phoneme model composition scheme. A3 represents an ASU whose 

code is three and Ml represents a composed segment code. 

are outlined below. 
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Phoneme-based ASU composition 

First, the training data is acoustically segmented by performing a Viterbi segmentation 

given the ASUs from the training data as described in Section 5.6.2 Then, using a hand-

labeled or automatically labeled time-aligned phonemic transcription, segmented ASU 

sequences are divided into phonemic units. A phoneme model is generated through the 

following steps: 

1. Choose a representative sample 6 for segment alignment from M samples O(i)(i = 
1, ... , M) which has the corresponding phoneme as a central phoneme: 

M 

6 = arg1:Ilax L P(O(m),O(i)) (5.7) 
t m=l 

where P(・) indicates the probability between samples that can be calculated using 

ASU statistics (i.e., the ASU means, the ASU variances and the durations of the time-

aligned ASU transcription) and weights according to the contextual coincidence. 

2. Align the segments of O(i) to those of 6 by dynamic programming with their means. 

3. ForASUs(k=l, ... ,Rア）which are assigned to one ASU of the representative sample, 

perform temporal composition to obt叫nthe mean Xph(m) and the variance CJph(m) 

of the phonemic unit: 
K 

I: lk(m)xk(m) 
Xph(m) = 

k=l 
K 

(5.8) 

I: lk(m) 
k=l 

K 

~lk(m) [叫m)+ {兵(m)-Xph(m)ド］
叫 (m)= k=:l 

K 
(5.9) 

~lん,(m)
k=l 

where吹 (m),匹 (m)and lk(m) are the mean, variance and duration of the k-th ASU 

segment, respectively. 

4. Perform contextual composition by merging ASUs for each phonemic segment using 

their means Xph(m) and variances crph(m): 

面ph= 

M 

~Wph(m)xph(m) 
m=l 
M 

~Wph(m) 
m=l 

(5.10) 
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t匹h(m)[叩(m)+ {xph(m) —い｝］
和h=

m=l 

M 
(5.11) 

I: Wph(m) 
m=l 

where豆phand O"ph are the composed mean and variance for the phoneme of the 

lexicon, and Wph(m) is a weight determined based on the contextual coincidence. 

Currently, six phonemes (three left and three right) are considered as a phonetic context. 

The duration statistics is calculated from phonetic durations weighted by the contextual 

coincidence and represented as a Gaussian distribution. Figure 5.6 illustrates a process 

of generating a phoneme model from three samples (i.e., 0(1), 0(2) and 0(3)). Finally, a 

word model can be constructed by concatenating the phoneme models. Each word model 

is made by its own composed phoneme model generation and concatenation. 

Word-based ASU composition 

Now, we extend the phoneme-based composition method to the word level to generate 

more precise word model. To this end, in step 1 described in Section 5.6.3, we choose 

a representative vocabulary speech sample Owd for segment alignment from M samples 

0四 (i)(i= 1, ... , M) whose utterance is the same. Then a word model can be generated 

in the same way as steps 2 and 3. Note that phoneme context dependent weighting is not 

performed here. 
N 
1 

戸＝ーこ叫ud(n)
N 
n=l 

(5.12) 

ぢd=~i[疇(n)+ {xwd(n)-歪wdド] (5.13) 
n=I 

To obtain reliable whole word models, the number of word utterances in the training set 

needs to be sufficiently large. In general, however, the recording of such homogeneous 

amounts of speech data is both impractical and unthinkable especially for large vocab-

ulary recognition system. Therefore, we take an approach here to generate reliable (i.e. 

robust and precise) whole word model by composing this word model and the phoneme 

concatenated word model. The whole word model can be obtained by DP alignment using 

their composed means. Under this composing, word sample (i.e. M) dependent weighting 

副vis performed. 
叫 +w立 wd

ふuord= 
1 + WN  

2 2 

けword= + 
CTph + wげ wd (歪phー立。rd)+訳（元wdー立。rd)
1 + WN  1 + 1切v

(.5.14) 

(5.15) 

We expect that the additional use of vocabulary speech data will enable one to construct 

a robust and precise word model according to the number of lexical utterances in the 

training data. 
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Table 5.9: Speech analysis. 

16 kHz 

0.98 

Sampling freq. 

Preemphasis 

Window 

Feature parameter 

Frame shift 

Hamming window, 25.6 ms 

10-dimensional MFCC + energy 
10 ms 

Table 5.10: ASU generation conditions. 

Acoustic Distortion threshold 1.0 

segmentation Regression order 

゜Distortion measure Mahalanobis 

Codebook size 120 

Clustering I Distortion measure ML 
Covariance type Diagonal 

5.6.4 Preliminary experiments 

Conditions 

To confirm the baseline performance of the ASU composition method, we performed 200-

word recognition experiments on speaker-dependent spontaneous speech, using the "ATR 

Travel Arrangement Corpus" [73][14]. The conditions for the feature parameter extraction 

and ASU generation are listed in Table 5.9 and Table 5.10, respectively. To generate 

ASUs and word models, 237 spontaneous speech utterances by one male speaker were 

used. Phoneme label information, which was needed for the word model generation step, 

was obtained by performing automatic segmentation using speaker dependent HMMs. The 

context dependent weighting Wph discussed in Section 5.6.3 was selected as Wph = i + j + k, 
where i and j are the number of coincidences of the left and right phoneme context, 

respectively. If both i and j were greater than or equal to 1, k was set to 20. Otherwise, 

k was set to zero. Word sample dependent weighting WN  was set to O.ln, where n is the 

number of word samples, so as to be weighted equally between whole word model which 

、/./asconstructed from ten samples and phoneme concatenated model. 

Results 

As our reference system, we used HMM-based context dependent phoneme models[27] with 

400 states and a single Gaussian density function per state. The model topology generation 

and training were performed using the same 2:37 spontaneous speech utterances. 
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The recognition experiments showed that the recognition rate of the phoneme-based ASU 

composition method described in Section 5.6.3 was 80.5%, while conventional recogni-

tion rate was 80.0%. Furthermore, by word-based ASU composition method described 

in Section 5.6.3, the recognition rate was improved to 82.0%. These results support our 

approach and superior performance for continuous spontaneous speech recognition. 

5. 7 Conclusions 

In this chapter, a method for automatically generating a pronunciation dictionary based 

on a pronunciation neural network has been proposed. The proposed method can gen-

erate multiple forms of realized pronunciations using the pronunciation network. Our 

approach is based on a pronunciation neural network that can predict plausible pronunci-

ations (realized pronunciations) from the canonical pronunciation; most other approaches 

use decision trees for pronunciation modeling [51][52] [57][58][59][60]. We focused on two 

techniques: (1) realized pronunciations with likelihoods based on the neural network out-

puts and (2) realized pronunciations for word boundary phonemes using word bigram 

based language statistics. Experimental results on spontaneous speech recognition show 

that automatically-derived pronunciation dictionaries give higher recognition rates than 

the conventional dictionary. We also confirmed that the proposed method can enhance the 

recognition performance of a dictionary constructed based on expertise. In this chapter, 

only a quintphone context is used for predicting pronunciation variations, that is, words 

whose quintphone contexts are the same, have the same pronunciation variation. How-

ever, other factors (e.g. part-of-speech) can be easily incorporated into the pronunciation 

network by having additional units for these factors. Although the proposed method re-

quires the fixed input window (i.e. a context of five phonemes), this requirement could 

be relaxed by adding word boundary phones (pad phones) to the beginning and ending 

of the word. In addition, we expect the multiple pronunciation dictionary to be a useful 

resource for acoustic model retraining by realigning the training data [55][58][59][60]. 

In Section 5.6, we have presented a new method of ASU-based word model generation. 

An ASU-based approach has the advantages of growing out of human pre-determined 

phonemes and of consistently generating acoustic units by using the ML criterion. The 

effectiveness of the proposed method is shown through spontaneous word recognition ex-

periments. With the ASU composition method described in Section 5.6.3, each ASU is 

transformed by composition to produce lexicon dependent word models. As a result, the 

model parameters increase in proportion to the size of the lexicon, yet robust and pre-

cise word models are still generated. In the word recognition experiment, the regression 

order of the mean trajectories was set to zero. Though higher regression order modeling 

would produce better recognition performance than 0-th order modeling, the composition 

procedure becomes complicated. To overcome these problems, several approaches that 
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use the original ASU statistics as pronunciation networks, ana not based on cdrt1posing, 
could exist[70][74]. Recently, more sophisticated approaches have been proposed and the 

promising results compared to the conventional phone-based systems are obtained on the 

Resource Management (RM) database [75][76]. In spontaneous speech recognition tasks, 

these approach are expected to outperform a phone-based systems using canonical pronun-

ciations, since speakers use canonical pronunciations much less frequently in conversational 

speech. 
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Conclusions 

This report has addressed some of the important issues in terms of acoustic and pro-

nunciation modeling in automatic speech recognition. In short, the conventional acoustic 

modeling has the following serious problems. 

• Acoustic models are trained using a large amount of speech uttered by a wide variety 

of speakers. This results in a saturation of recognition performance, since the spectral 

distributions often exhibit high overlap among different phonemes. 

• Only cepstral features and power, and their derivatives are used as a feature vector 

in most of acoustic modeling, though adequate parameterization is also an important 

aspect in speech recognition system. 

• HMM has the assumption of conditional independence of observations given the state 

sequence. 

Pronunciation modeling is important to compensate for pronunciation variations of words 

especially found in spontaneous speech. In Chapter 5, we have shown that an expert dic-

tionary designed for spontaneous speech recognition gave significantly better performance 

than the simple dictionary (a relative improvement of 15.9 % in word accuracy). This 

result indicates that appropriate automatic pronunciation modeling is indispensable for 

spontaneous speech recognition. 

The purpose of this work was to find a more flexible, sophisticated solution to these 

problems. In this chapter, we summarize the contributions of the report and suggest some 

directions for future work. 

79 



80 Chapter 6. Conclusions 

6.1 Original contribution revisited 

The original contributions are summarized as follows. It may be useful to read this sum-

mary in conjunction with the "original contribution" list given at the start of this report 

(Section 1.3). 

In Chapter 2, we proposed an acoustic modeling technique based _on a 3-D Viterbi decod-

ing procedure which aims at normalizing speaker's variability. The conventional frequency 

warping based acoustic modeling can be viewed as a special case of the proposed mod-

eling. Experimental results on Japanese spontaneous speech recognition showed that the 

proposed models yielded a 9.7 % improvement in word accuracy compared to the standard 

speaker-independent model in the recognition system using a one-pass search. 

In Chapter 3, phoneme boundary information was introduced as a supplementary feature 

in a speech recognition system and a bi-directional recurrent neural network (BRNN) was 

successfully applied to estimate phoneme boundaries. This feature was incorporated into 

two kinds of recognition systems; an HMM based system and a segment based system. 

Experimental results on the TIMIT database showed that phoneme boundary information 

was effective for reducing recognition time. In the HMM based system, the usage of 

this feature achieved a 30.2 % reduction in CPU time. In the segment model based 

system, 99.9% of the segment hypotheses in the full search were pruned by using estimated 

phoneme boundaries. 

In Chapter 4, we proposed mixture density polynomial segment models, where higher order 

regression models are used to model the mean and the variance as trajectories. Conven-

tional polynomial segment modeling, which is able to rela.,x the independence assumption, 

can be viewed as a special case of the proposed method (i.e. 0-th order regression for mod-

eling the covariance coefficients). The result of classification experiments on the TIMIT 

database showed that the proposed model gives consistently better performance than the 

恥 1Mand the conventio叫 polynomialsegment models. 

In Chapter 5, a method for automatically generating a pronunciation dictionary based 

on a pronunciation neural network was proposed to address the problem of pronunciation 

variation in spontaneous speech. Language statistics (i.e., word bigram) were also success-

fully used for generation of generalized pronunciations for word boundary phonemes. Ex-

perimental results on spontaneous speech recognition showed that automatica1ly-derived 

pronunciation dictionaries achieved about a 10% error reduction in word accuracy com-

pared to the conventional dictionary. vVe also confirmed that the proposed method can 

enhance the recognition performance of a dictionary constructed based on expeitise from 

71.0% to 73.6%. 
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6.2 Some directions for further work 

There are a number of possibilities for further extensions of the issues addressed in this 

work. As for acoustic modeling, the following extensions can be considered. 

Reduction of computational complexity Although the speaker normalization method 

described in Chapter 2 achieved better recognition performance compared to the con-

ventional approaches, a much higher computational complexity is required compared 

to the conventional gender-independent models (typically, it is increased by a fac-

tor of 10.). Therefore, the reduction of computational comple泣tyfor the proposed 

method is an important issue for real-time processing. 

Optimal constraint In the proposed speaker normalization method, the way of con-

straints of warping factor transition was not investigated. Two kinds of constraints 

which were anticipated as reasonable, were tried for inter-phoneme and intra-phoneme 

state transitions. In addition, the transition probabilities of the warping factor were 

set heuristically. These probabilities could be estimated from the Viterbi alignments 

of the training data. 

Training with automatically found boundaries In Chapter 3, the BRNN was trained 

using hand-labeled phone boundaries. However, most of existing speech databases 

do not have hand-labeled phoneme boundary information. It would be interest-

ing to run BRNN training also with automatically segmented boundaries which are 

obtained by Viterbi decoding. 

Design for left-to-right system One shortcoming of the BRNN is that input informa-

tion on both sides of the currently evaluated time point is needed. This is disadvan-

tageous for on-line (left-to-right) systems, since a time delay is required. 

Segmental feature One of the advantages in the framework of segmental modeling is 

the potential for incorporating segmental features. In Chapter 4, only duration prob-

abilities were used as segmental features and no spectral features were considered. 

Although segmental features are theoretically problematic for joint segmentation 

and recognition problems [77], these features will be helpful for improving the per-

formance. 

Non-uniform time scaling In Section 4.4, we have compared three kinds of time seal-

ing and found that the uniformly normalized time scaling showed best classification 

performance. However, we believe that non-uniform time scaling is superior to uni-

form scaling, since uniform duration warping often generates unnatural sounds in 

text-to-speech systems. 

As for the pronunciation modeling, the following extensions can be considered. 
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Incorporating other factors Other factors such as part-of-speech can be easily incor-

porated into the pronunciation network by having additional units for these factors. 

Also, pronunciation variations at word boundaries can be explicitly modeled by 

adding pad phones between word boundaries. 

Filtering out noisy pronunciations As the pronunciation network is trained by using 

phone recognition results, the phone recognition accuracy is an important factor for 

pronunciation modeling. Better phone recognizers can be constructed by inclusion 

of a phone language model. Such LMs can be constructed either directly from 

pronunciation dictionaries or from phonetic transcriptions of speech aligned to the 

canonical forms from a pronunciation dictionary. These LMs encourage the phone 

recognizer to produce output which is consistent with canonical pronunciations and 

as such were considered to be too restraining for the application to pronunciation 

modeling. Confidence measures may be a good technique to filter out inappropriate 

pronunciations. 

Acoustic model retraining The multiple pronunciation dictionary was shown to be a 

useful resource for acoustic model retraining by realigning the training data. How-

ever, we also believe that acoustic model retraining would be effective, i.e., improve 

the recognition performance, but only when the initial labels (transcriptions) are 

erroneous. In other words, acoustic model retraining with a noisy dictionary that 

includes inappropriate pronunciations might degrade the. performance for correctly 

labeled training data. Whether acoustic model retraining really helps or not de-

pends on the pronunciation dictionary as well as the database. For our database, a 

big improvement is not expected from retraining, since the initial labels are checked 

by human experts. 

Dynamic pronunciation In this report, pronunciation variations for word-boundary 

phonemes were taken into account based on language statistics. However, the opti-

mal solution would be to apply the pronunciation network during decoding stage to 

generate realized pronunciations on the fly based on the hypotheses. 

Adaptiv~pronunciation dictionary Multiple pronunciation models could be prepared 

and be combined as a weighted mixture, or as a hierarchy. 

Dialect modeling A wider issue but still associated with pronunciation variation is di-

alect, namely the grammatical and lexical variation of speakers, typically as a func-

tion of their geographic origin. It would be interesting to incorporate effects associ-

ated with these variations into the language model. 

Comparison with the decision tree based approach Decision tree based pronunci-

ation modeling [51][52] [57][58][59][60] is the major alternative approach. One the-

oretical difference is that the proposed pronunciation network is generated based 

on discriminative training using the whole training data, while the decision tree is 



6.2. S_ome directions for further work 函

grown based on the maximum mutual information estimation (MMIE) training using 

a part of the training data that belongs to a certain node. Although the proposed 

method achieves relatively better results than the approach using decision trees, a 

conclusion cannot be drawn, since the two approaches were not compared under 

the same conditions. Therefore, a comparison between the neural network based 

approach and the decision tree based approach would be an interesting topic. 
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