
Internal Use Only 

TR-IT-0076 

A Statistical Approach to 
Parsing Ill-Formed Inp~t 

Pierre Hudry Yasuharu Den 

1994.10 

Abstract 

oo;~ 

In this report we argue for the use of statistical models in the handling of ill-formed 
input, coupled to a global consideration of syntactic structure. We describe an algo-

rithm based on an already existing language model, Bayesian Language Inference. 

The algorithm was implemented and tested on artificially altered tagged data taken 
from the ATR Dialogue Database. Partial conclusions are drawn from these results 
focusing on remaining problems and potential future developments. 
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1 Introduction 

This report describes an algorithm used for parsing spontaneous speech and attempting 
to deal in an efficient way with different types of ill-formedness: false starts, filled pauses, 

substitutions, omissions ... The approach proposed to recover from these frequently occuring 
errors is based on a stochastic language model called Bayesian Language Inference (BLI). 

After a review of previous work on parsing ill-formed input, a general overview of the BLI 
algorithm will be given, emphasizing characteristics that make it an appropriate tool capable 

of partially dealing with ill-formed input. This paper will focus on how partial information 

yielded by the BLI method can be reorganized in order to parse sentences displaying simple 
kinds of ill-formedness. This will lead to the description of a statistical processing system 

capable of analysing ill-formed input with mathematically sound consideration of full syn tac-

tic context. Preliminary experiments were conducted on artificially altered tagged corpus, 
allowing correct detection of errors with an 85% success rate, while full recovery from artifi-
cially introduced errors was achieved in 65% of the cases. The partial conclusions that can 

be drawn from the analysis of these results will be reported, with an emphasis on remaining 

problems and future search issues. 

2 Parsing Ill-Formed Input 

2.1 What is "ill-formed input" ? 

The collection and analysis of native speaker conversations has allowed linguists and en-
gineers to deepen their understanding of spontaneous speech. Characteristics of natural 

conversations not found in formal or read speech have been divided into a certain number 

of different categories [9][10]. From these attempts to list the various structures specifically 
found in spontaneous speech, it is possible to distinguish the following phenomena: 

• structural differences between speech and writing; for instance non-applicability of the 
traditional notion of sentence to the analysis of natural conversational data, replaced 

by alternative units of analysis like "information units" [12] or "utterance chunks" [11] 
(an overview of these differences can be found in [26]) 

• starts and stops due to the very nature of spontaneous speech; introduction of a certain 

number of structures that make no significant contribution to the conversation [10]: 
these structures include filled pauses, false starts, breaks, omissions, repetitions, etc ... 

Although these phenomena do not usually weaken human understanding of natural lan-

guage, they do cause significant problems to automated syntactic analysis systems. More-

over, other errors introduced by speech recognizer failure or incorrect part-of-speech tagging 

are likely to come up and widen the gap between the utterance as intended by the speaker 
and the actual input given to a parser. 

In the following, we will assume that this input is a string of symbols delivered by a part-

of-speech tagger, allowing some symbols to be considered "unrecognized", the other symbols 
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being taken from a list of grammatical categories (for the list of Japanese grammatical 

categories actually used in the experiments, refer to Annex 1). Each string of symbols will 

be referred to as a sentence. The input will be considered ill-formed whenever the intended 

sentence (as defined by human analysis) differs from the actual input sentence yielded by 

the part-of-speech tagger. These differences between intended sentence and actual input 
sentence can be classified into three elementary categories: 

• insertion of a symbol 

● substitution of a symbol for another symbol 

• deletion of a symbol 

Insertion phenomena of unrecognized symbols are typically encountered in the case of 

"filled pauses": these are sounds that speakers make to fill silence whenever taking time to 
consider a structure, lexical item or conversational direction. In Japanese, they can take the 
form of "etto" or "ano ne", in English usually "um", "ah" or "er". Insertion phenomena 

of recognized symbols occur in what is usually referred to as "false starts": initially uttered 

material is replaced by a following utterance. In the special case of repetitions the replace-

ment material is strictly identical to the original. But when differing replacement material 

is actually used to correct the utterance, the ill-formedness introduced is referred to as a 

"self-repair". Filled pauses and false starts, us叫 lydiscussed in the literature as disfluencies, 

may of course cause the insertion of one or more symbols. 

Substitutions of a symbol for another symbol typically occur in cases where speech recog-

nition either fails to identify a constituent or just mistakes a constituent for another one. In 
the first case, the intended symbol will be replaced by some "unrecognized" category; in the 

second case it will just be unaccurately replaced by another symbol category. Errors coming 
from the speaker can also be responsible for this type of ill-formedness, in the case of slips of 
tongue for example. These errors don't occur frequently, and according to estimates found 

in [5], dis恥 enciesare about 100 times as frequent as slips of tongue. 
Finally deletion of a symbol will be encountered whenever a speaker deletes・material 

from an utterance. This type of deletion is typical of the differences between spoken and 

written language. In the case of spoken Japanese for instance, particles used to identify the 
grammatical nature of a preceding sub-sequence are frequently omitted. In such situations, 

the deleted material can in some way be recovered, usually by inference from semantic 

context. 

These three categories of ill-formeclness occur very frequently in spontaneous speech. It 
is reported in [3] that self-repairs are made at an average of once every 5 seconds in dialogues 

taken from radio talk shows. According to estimates found in [17], about 25% of utterances 
are ill-formed by any criterion. And although it is generally believed that speakers would 

make adjustments in speech when talking in a machine translation environment, analysis 
of conversational data collected in such environment (the ATR environment for Multimodal 

Interaction, see [16]) by Laurel Fais [10] has shown that ill-formed input would_ still prove to 
be very frequent. Therefore no system attempting to deal with spontaneous speech should 
overlook these phenomena. 
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2.2 Previous Work on Parsing Ill-formed Input 

Before going any further, it is necessary to point out that the framework we have defined so 
far is purely syntactic. The input sentences given to our parser are a list of grammatical sym-

bols, and only syntactic information is made available. But other works taking into account 

semantics and world knowledge have been conducted on the subject, using abduction-based 

inference schemes [13][6][7]. Work reported in [32] also involves integration of prosodic in-
formation. But although we are convinced that the ultimate solution to the problem of 

processing ill-formed input simply has to take into account multiple sources of information, 
it seems nonetheless important to explore the limits of recovery strategies based on syntax 
alone. 

Such recovery strategies fall into two main categories: pattern-matching techniques and 

adaptations of chart-based parsing algorithms. The first category includes works found in 

[28], [35] and [32]. The basic idea behind these techniques is to apply a pattern-matching 
filter to the input sentence, yielding an initial set of possible repairs (for instance looking 
for syntactic anomalies, such as "a the" or "to from"). ・when the parser fails to find a 

syntactic structure, a repair is selected from the set and the modified sentence is parsed 

again. Although these simple techniques have proven to be quite successful when seeking 

to determine only one type of error, they cannot easily be extended to generally deal with 

several types of errors. This limitation derives from the fact that the detection of possible 

sources of ill-formedness is made independently from the parsing process and therefore fails 
to use any structural information (for instance about well-formed subtrees). Moreover, the 

computational costs introduced by the full re-initialization of the parsing process is another 
significant drawback of these pattern-matching techniques. But apart from feasibility con-

siderations, the complete lack of structural analysis in itself severely limits the possibilities 
of such techniques and it seems necessary to consider other strategies. 

The second type of recovery strategy considered to deal with ill-formed input is directly 

adapted from chart-based algorithms. In [29] and [19], a generalized LR parsing algorithm is 

used, allowing potential symbols to be skipped or inserted anywhere. Although this type of 

method provides the necessary structural analysis not found in pattern matching techniques, 

chart-based methods are known to suffer from a left-right bias making it difficult to take into 

account the right portion of the input sentence. In order to overcome this difficulty, island-

driven chart-parsing [33] and combinations of both bottom-up and top-dm,・n parsing [25][34] 

are two ideas which led to further exploration in the field. However, a remaining problem in 

this approach is the explosion in the number of possible parses. And although this number 
can be reduced by using beam-search or similar heuristics, the problem of finding the exact 

parse among hundreds and sometimes thousands of possible ones makes it necessary to rely 

on a accurate scoring function. In fact even when processing text, in most cases, a parser 

will produce far more than one analysis. But because of the further widening of the search 

space one expects to find when handling ill-formed input, it seems likely that hand-crafted 
scoring functions similar to the ones used in broad-coverage parsers should definitely be left 
aside. 

vVe have therefore considered alternative solutions to the problem of "finding the best 
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parse". Among these solutions, statistical methods seemed most appropriate, because the 

use of statistical models in the field of natural language processing has recently led to such 

dramatic improvements in the performance of parsing systems [24][2]. While allowing auto-
matic training of stochastic grammars, these models also provide the quantitative analysis 

needed in the disambiguation process. This mathematically sound analysis makes the use of 
statistical models quite relevant to the task of parsing ill-formed input. However simple local 

models like n-gram models [14] and probabilistic context-free grammars [15] [18], or even 
the more complex tree-adjoining grammar formalisms [30] only give us general information 

about how likely a structure is to appear anywhere in a given sentence. Rule expansion at a 
given node only depends on the portion of input spanned by this node (inside context), and 

doesn't consider the remaining part of the input (outside context). Therefore were these sim-

ple stochastic models to be adapted to handle types of ill-formedness found in spontaneous 

speech, they would not display the full consideration of context that was already lacking in 

chart-based methods. In other words they suffer from an inside-outside bias similar to the 

left-right bias of chart-based methods. 

2.3 What we want from a system parsing ill-formed input 

From this discussion, it appears that the characteristics to be expected from a parsing system 
capable of dealing with simple kinds of ill-formedness are: 

• an error detection process combined to the parsing process, in order to allow the full 
use of structural information (unlike pattern matching which separately considers a 

detection phase and a parsing phase) 

• a taking into account of the whole input sentence, in order to consider both left and 

right, inside and outside context (unlike traditional chart-based methods or simple 

stochastic models) 

• use of powerful mathematical tools in the disambiguation process, in order to accurately 
select the best among a great number of parses (unlike all non-statistical methods which 
set their parameters by hand) 

vVe will describe in the following a parsing algorithm that possesses exactly these charac-
teristics. Our approach will be based on an already existing language model, called Bayesian 

Language Inference (ELI): it is one of the more powerful statistical models that have been 

proposed within recent years. In the next section, we will give a general overview of the ELI 

algorithm, before moving on to see how it can be adapted to deal with ill-formed input. 

3 Bayesian Language Inference 

BLI is a stochastic language model clevelopped at ATR by Helmut Lucke. It uses the theory 
of belief propagation in causal trees [27], a general inference model used for combining 
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different sources of information. Since our focus will be on emphasizing characteristics that 

make it an appropriate tool capable of handling ill-formed input, some originally essential 
features of BLI will not be mentionned. For those readers who are already familiar with 

BLI, we refer in particular to: 

• the automatic segmentation of the input sequence 

• the purely statistical nature of the algorithm 

• the continuous training of the parameters 

Obviously, a description of the algorithm is best to be found in [20] or [21]. However 
we will give a general overview of BLI, both for the sake of completeness and to introduce 
notations that will prove useful later on. 

The BLI language model is based on a context-free language formalism i.e. a set of termi-

nal and non-terminal symbols and a set of rewriting rules. Terminal symbols (Wm) belong 

to the same list of categories that make up the input sentence (adverb, noun, etc ...) and 

non-terminal symbols (Gi) correspond to grammatical categories used to identify sentence 
fragments (noun-phrase, verb-phrase, etc ...). In the so-called Chomsky Normal Form [4], 
the grammar is written so that each rewriting rule describes how a single non-terminal sym-

bol can be rewritten as either a string of two non-terminal symbols (Gi→ Gjら） or as 

a single terminal symbol (Gi→ 叫） • Figure 1 shows how a typical parse tree can be 
derived through repeated application of these rules. The squares correspond to the terminal 
symbols that form the sentence, the circles represent non-terminal symbols, and the binary 

parse tree shows consecutive applications of the rewriting rules. 
In a probabilistic framework each rule has a certain probability of being used. A proba-

bilistic context-free grammar can thus be described as follows: 

• a list of Nt terminal symbols (W凸$m$Nt

• a list of Nnt non-terminal symbols (Gふ翠Nnt

• a tensor (Ajk) denoting the probability that Gi→ G凸

• a matrix (Bim) denoting the probability that Gi→ Wm 

The rewriting rules probabilities must also satisfy the stochastic constraints: 

Vi, I: Ajk十I:Bim= 1 
jk m 

Given these notations we can move on to giving a more detailed explanation of the 
parsing process. The algorithm is actually divided into three tasks: segmentation, structure 

and assignment tasks. We will limit our description to the later two, the structure task and 
assignment task. Assuming then that the observation sequence has already been divided into 

segments (that we earlier called sentences), the BLI algorithm first determines the parse tree 

z
3
 



~non-terminal 

／ 
symbols 

＼／  
terminal symbols 

／ 

Figure 1: Parse tree 

topology for that given segment, but without making assumptions about the nature of each 

node. In other words, the structure of the parse tree is determined, but without actually 
deciding upon the identity of the non-terminal symbols at each node. This is done by 

conjecturing the existence of all possible nodes spanning any sub-sequence of the sentence, 

as is shown in Figure 2. Recursive calculations of the probability that each node rewrites as 

the segment it spans are then performed in a fashion similar to the Inside-Outside algorithm 

[1] (in fact this probability corresponds exactly to Baker's inside probabilities). To put this 

into mathematical form, for each sub-sequence Wt。...Wtp, the BLI algorithm conjectures 
a node n(to, tp) spanning this segment. A is then defined as the probability that node 

u = n(to, tp) rewrites as the sequence Wto ... Wtp: 

A(u) = A(to, tp) = P(e:lu) 

The following recursive formula is then applied bottom-up to calculate all the As: 

A(to,tp)i = f~AjkA(to,tq)jA(tq,tp)k 
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Figure 2: The structure problem 

Using prior parameters obtained through training, division points in the parse tree are 
then determined, starting from the top node down to the lower nodes. The division point at 

each node is determined by minimizing the sum of the entropies of its two potential daughter 

nodes. Then the division process is recursively applied to each of the two daughter nodes 

until terminal nodes are reached. At this point, the structure of the parse tree is known but 
the identity of the non-terminal nodes remains unknown. 

Once this blank structure has been determined, the BLI method proceeds with the as-

signment task: assigning appropriate non-terminal symbols to the nodes of the tree. For 
each node u, the input is divided in two parts (see Figure 3): 

parse 
tree 

grammar 
node 

observation 
sequence 

-

X

 
e
 

I
>
 

e
 e u 

Figure 3: Definition of inner and outer evidence 

• inner evidence e:;;, part of the input actually spanned by node u 

• outer evidence e!, remaining part of the evidence 
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e stands for the entire observation sequence. In this probabilistic framework, the as-

signment task for each node u is simply that of determining the non-terminal symbol of 

highest probability given the global evidence e. This is achieved by finding the vector 
BEL(u) = P(u¥e), the ith component of this vector being defined as the probability that 
node u corresponds to non-terminal symbol Gi, given the entire input sequence. In order to 

calculate BEL(u), two auxiliary vectors are also defined: 

入(u)= P(e:lu), 7r(u) = P(e!lu) 

In the framework provided by [27], the parse structure is actually regarded as a Bayesian 

network, 入and7r as the "evidential" and "causal" support of a node. In a more intuitive 
way, we can say that入(u)provides us with information about the nature of u based on inner 

evidence, whereas 7r(u) provides us with the same type of information, but based on outer 

evidence. The difference between As and入scome from the fact that in the later case, the 
probabilities are calculated given the tree structure. The relations between probabilities of 

adjacent nodes are provided by the following equations: 

庫）i =~Ajk入(V)j 入 (x)k (1) 
JK 

叩）j = a~Aijk1r(u)i 入 (x)k (2) 
ik 

元（叫＝釘こAjk7r(1l)i入(v)j (3) 
Z．J ． 

where a and /3 are normalization constants. All the lambdas and pis can be determined 
recursively using only local calculations and the belief vector is then given by: 

BEL(u) = 
入(u)1r(u)

入(u)・1r(u)

where ab is componentwise vector product, and a・bis the dot product. 
These equations can be understood in the following way (see Figure 3): 入(u)is determined 

using only lambda values of daughter nodes v and x. In other words, the inside evidence 
e~is divided into e-;; and e-;; and入scan be calculated bottom-up. On the other hand, 
determining 7r (v) is done using 7r values of mother node u and入valuesof sister node x, 

the outside evidence et being divided into et and e-;;. Once all入shave been determined, 

the 7r vectors can be determined from top to bottom nodes. The final equation yielding 

BEL(u) only means that the probability that node u stands for a given non-terminal symbol 

is obtained through the combination of two sources of information: inner evidence given by 

入(u)and outer evidence given by 1r(u). Full syntactic context, divided into inner and outer 
evidence, is therefore considered. 

Although pursuing our description of the BLI algorithm beyond this point would mean 

going into details that can already be found in the original papers, some additional features 
should at least be briefly mentionned for the flexibility they allow and their potential useful-
ness in future concerns. The first is the possibility to work on unsegmented data, allowing 
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the continuous processing of an infinite symbol source. The second feature concerns a pos-

sible interface with a speech recognizer which instead of producing symbols would produce 

lattices of symbols to be directly interpreted as BLI lambda vectors. The third and last 
feature definitely worth mentionning is of course the training of parameters in BLI, which is 

one issue we have left aside. 

4 Adapting BLI to Parse Ill-formed Input 

The main idea behind this work is that whereas the BLI method only uses入and7i vectors 

as auxiliary means to calculate BEL, the information these vectors contain is particularly 
useful as it is in parsing ill-formed input. ¥Ve will now describe how recovery from the three 

different types of ill-formedness can be achieved by combining the information provided by 
inner and outer evidence. But before that, we need to introduce some additional notations: 
let's call S the set of possible input sentences, i.e. the set of finite strings formed of elements 

from (Wm)・We also consider閏 thesubset of sentences for which the BLI method as 
we have described it succeeds in yielding a parse; f 1 is further defined as S¥ W1, subset of 
sentences for which it is unsuccessful. Let s。EW1 be the sentence originally intended by 
the speaker ands the actual input sentence obtained after whatever deletions, insertions and 

substitutions occur. s is generally expected to belong to 11 but, in some cases, the modified 
utterance will be parsed successfully as a well-formed sentence, with a meaning not intended 

by the speaker. In [28], this is called "change to well-formed" and is found to occur in over 

10% of the test sentences. How to cope with such input sentences remains a problem, but 

we will chiefly be concerned here with utterances such that s。EW1 and s E 11. For such 
an utterance, parsing will be divided in structure task and assignment task just like what is 

done in ELI. 

4.1 The structure problem 

Suppose then that the ELI method doesn't succeed in finding a parse, the first general 
problem to adress is determining the tree structure best associated to input sentence s. 

Rather than using the ELI algorithm and in case of failure applying some special recovery 

algorithm giving us the most probable tree structure, we have tried to adapt the original 

structure task algorithm so that it could deal with both well and ill-formed sentences. There 

are two things we expect from such an adapted version of the structure task: 

• first of all, it should be capable of yielding results identical to the ones obtained by 

using the ELI algorithm in the case where s belongs to W1 

• second, in the case where s belongs to Iゎitshould choose a tree structure taking into 
account the existence of well-formed subtrees and their different probabilities 

To achieve this, we introduced some noise in the probabilities attached to the different 
rewriting rules. These modified rules are only to be used in the structure task, and not in the 
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assignment task. The original probabilistic context-free grammar was altered according to 

the different types of ill-formedness handled: for instance, to deal with the case of insertion, 

rules like Gi→ Gj* or Gi→ *Gk were introduced with extremely low probabilities (where 
* can be any non-terminal symbol). Thus if the input is well-formed, results yielded by the 
calculations do not differ from those obtained with the ELI method. And in the case of ill-

formed input, the tree structure chosen will be one using the greatest number of well-formed 

subtrees. Our version of the structure task therefore fulfills the requirements we described 

earlier. 
It is important to note that, when ill-formedness occurs, several parse structures can 

possibly lead to identification and correction of errors, and thus be said to be correct. For 

instance, still in the case of insertion, the ill-formed segment can be either attached left or 
right at any point in the well-formed parse tree. Having chosen a tree structure, the branch 

responsible for ill-formedness will then be detected and discarded in the second phase, the 

assignment task. This makes the structure problem a much simpler one to solve, several 

solutions being allowed. It is therefore not necessary for the time being to try and go beyond 

the simple method we have described here since a more refined analysis will be provided in 

the assignment task. Let's examine how, given the blank tree structure yielded in this first 

phase, it is possible to proceed with an adapted version of the assignment task. 

4.2 The assignment problem 

Once we have the topology of the parse tree spanning the observation sequence, the prob-
lem of assigning grammatical categories to each node remains to be dealt with. Using the 

unaltered rewriting rules probabilities, we proceed in the same way as the BLI method: all 

入vectors(probabilities resting on inside evidence) are recursively calculated bottom-up, 

leading to the top node spanning the entire input sentence. The 1r vectors (probabilities 
resting on outside evidence) can then be calculated. In the case of well-formed input (pars-

ing s。),no problem will be encountered and, after all 1rs and入shave been calculated, the 
algorithm will determine BEL vectors and assign to each non-terminal node its most appro-

priate grammatical category Gi, However, in the case of ill-formed input (parsing s E J1), 
the calculations of 1rs and入swill lead to zero probability vectors at some nodes, causing 

BEL = 0. This prevents us from _assigning categories to most non-terminal nodes. However, 
the partial information made available by non-zero probability vectors can be analysed at a 

finer-grain level, allowing recovery from ill-formedness. We proceed in three steps: 

• detection of the region where the ill-formedness is present 

• identification of the type of ill-formedness encountered 

• recovery from the ill-formedness identified in previous step 

To illustrate our method, we will consider the case of a single error (although multiple 

errors can in theory be handled) and describe these three operations in detail, starting with 
the detection of ill-formed region. 
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The region where the ill-formedness lies can be determined in a very straightforward way. 

Our criteria for identifying this region is to find a mother node u with daughter nodes v and 

x such that (see Figure 3): 

入(u)= O; 入(V)=I O; 入(x)=/ 0 

The ancestors of u, all the way to the top node, will therefore have zero入probabilities.
However, given the recursive formulas used to calculate the probabilities from outer evi-
dence, the 1r vectors of those ancestor nodes can be accurately determined, including 1r(u). 
Identification of ill-formedness encountered in the specified region will then be made possible 

by directly comparing入and1r vectors for this group of three nodes, and analysing coherence 

between their different values. 
For instance, let's study the case of insertion (Figure 4) of a symbol or group of symbols 

感 きpJ声L 固 助 助 語 悶動 占ヽ● ヽヽ 有 動 動 尾
詞 名 詞 詞

詞 語 喜幹

は 本
し‘ ヽ 田 で で す

゜
Figure 4: Insertion occuring at node v 

spanned by node v. Because of the ill-formedness, the inner portion of the evidence, in-

eluding the inserted segment, will cause入(u)= 0, failing to bring any information. But 

the parser will give an accurate analysis of the outer portion of the evidence. Since, in the 
case of insertion at node v, nodes u and x are actually one same node, the insertion can be 

detected by directly comparing入(x)and 7r(u). If those two vectors are "sufficiently close" 
to one another, ・we can hypothesize an insertion at node v. The portion of the input sen-
tence responsible for the ill-formedness can then be eliminated and the parser proceed with 
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calculations of入and1r vectors. Although several definitions of "close" can be thought of, 

we selected the following criteria for identifying insertion at node v: 

入(x).1r(u) > ei 

where糾isa threshold value. 
In the case of substitution of a symbol for another symbol (Figure 5), occuring for instance 

咸ヽ'-'-' ヽ 云_p}士,, し 連 助 語 悶動 "占ヽヽ 体 動 尾
詞 詞 詞

語
幹

-ゞ
'--

は ん
Vヽ ヽ な で す

゜Figure 5: Substitution at node v 

at node v, the ill-formedness will cause入(v)to bring false information about inner evidence 
at node v. Therefore, informations provided by inner evidence at node v (入(v))and outside 

evidence at node u (1r(u)) are likely to contradict each other. Therefore 1r(x), calculated 

from入(v)and 1r(u), is likely to give us no information at all. We therefore selected the 

following criteria for identifying substitution at node v: 

1r(x)・1r(x) < 0s 

When the substitution is detected at node v, inner evidence being useless, the node will be 

assigned the symbol Gi such that 1r(v)i has the greatest value. This only means that we 
fully rest on outer evidence in the assignment task, putting aside any information provided 

by unreliable inner evidence. 

Finally in the case of deletion of a symbol occuring for instance between node u and node 
v, an extra node w should be considered between u and v, and the outside evidence at this 

node gives: 

1r(w) =叫）
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Calculating 1r(y) from 1r(w) and入(v),a deletion will actually occur when the outside evidence 

at hypothesized node y is very strong. Thus our criteria for identifying substitution between 

node x and v will be: 

1r(y)・1r(y) > 0d 

If a deletion is detected, the structure will be modified accordingly by introducing a new 
branch in the tree and recalculating入sand 1rs in appropriate regions. 

On a more general level, we can also point out that the computational cost of the op-
erations we have described is not any higher than the one involved in parsing well-formed 

input. This can be explained by the fact that an ill-formed section of input will generate 

a great number of zero入and1r probability vectors, which all lead to trivial calculations. 

This apparent reduction in cost will of course be compensated later on in the recalculation 
of probability vectors from the new non-zero入sand 1rs. But the important point here is 

that dealing with ill-formed input using this method, unlike the other approaches we earlier 
mentionned, does not induce tremendous additional computational costs. 

5 Experimental Evaluation 

We carried out preliminary experiments to examine the validity of the above approach. We 
will now describe these experiments and report results of interest. 

5.1 Description of the Experiment 

In our experiment, a set of 245 sentences were taken from a Japanese corpus the ATR 
Dialogue Database (ADD) [8]. These sentences ranged in length from 2 to 8 symbols. They 
were artificially altered by randomly inserting or substituting one symbol in the original well-

formed input sentence. The lists of terminal symbols (50) and non-terminal symbols (90) 
can be found in the annex and were directly derived from the corpus. Since training wasn't 

the focus of this work, we chose to take as probabilities the direct frequency counts estimated 

from the corpus. Although these probabilities are directly estimated from the data, they are 
not the optimal parameters as far as the BLI method is concerned. They do however provide 

us with likely values for the rewriting rules probabilities. We asked the algorithm to react 
to ill-formed input by detecting the symbol responsible for the modification and identifying 

the type of modification involved. 

For each of the sentences, we randomly inserted the three following categories: kandoshi, 
gomi and kakujoshi. The two later were chosen because they are strongly constrained gram-

matical symbols, and therefore should be easily detected as source of error when leading to 
ill-formed input. This gave us a set of 735 sentences. The parser had to detect whether a 

substitution or an insertion had occured, and recover from the ill-formedness. Out of these 
735 sentences, 24% were parsed sucessfully by the BLI method. This is much higher than 

the 10% of "change to well-formed" reported in [28], but since our errors were introduced 
randomly this isn't too surprising. Of the remaining 555 sentences, 527 were given a struc-

ture similar to the original structure, the inserted portion being added to that structure in 
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a "recoverable" way. For 330 of these 527 sentences, the exact parse tree was recovered, 

identical to the one given to the unaltered input sentence. And out of the total 555 sen-

tences, whether identified as substitution or insertion, the inserted symbol was detected as 
the source of ill-formedness for 487 sentences. 

For each of the sentences, we then randomly chose a symbol and changed it to either 

kandooshi, gomi and kakujooshi. This gave us another set of 735 sentences. The parser again 

had to detect whether a substitution or an insertion had occured, and recover from the ill-

formedness. Out of these 735 sentences, 20% were parsed sucessfully by the BLI method. Of 
the remaining 587 sentences, 468 were given a structure identical to the original structure. 

For 403 of these 468 sentences, the exact parse tree was recovered, identical to the one given 
to the unaltered input sentence and the original symbol was found to belong to the lattice of 

symbols yielded by analysis of outer evidence. And out of the total 555 sentences, whether 

identified as substitution or insertion, the substituted symbol was detected as the source of 

ill-formedness for 483 sentences. These results for insertion and substitution can be found 

in Figure 6. 

Detected and Detected Recovered 

Insertion 59 % 88 % 

Substitution 69 % 82 % 

Total 64 % 85 % 

Figure 6: Experimental results 

5.2 Discussion 

As far as finding an appropriate structure, our method does not suffer from its extreme 
simplicity: a recoverable tree structure is found in more than 87% of the cases. We do have 

hope however of refining these techniques to increase this percentage. Nonetheless, since 

even when a different tree structure is found it is always possible to identify the exact source 
of ill-formedness, we think the center of focus should be the second task, the assignment 

problem. Once the correct structure is found, the exact parse tree can be recovered in 63% 
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of the cases in the case of insertion and 86% of the cases for substitution (for a global success 

rate of 74%). In the remaining 26% of the cases, the parser identifies what was a substitution 

for an insertion or vice-versa. Since we only used very crude methods to determine whether 

insertion or substitution was occuring, we think one of the priorities in the future should 

be refining the 0 parameters used in this choice, especially when conducting experiments 

involving the third type of ill-formedness we have isolated, deletions. However, a perfect 

success rate seems unconceivable since insertion of a symbol somewhere could very well lead 

to a very likely substitution, just like it can lead to well-formed input for instance. 

Other additional remarks can also be made about the difference of results between inser-

tion and substitution. It is not surprising that the structure task get lesser results in the case 
of identifying substitutions (80% success rate) because there is only one possible structure 

from which it is possible to recover, the exact structure obtained in the case of well-formed 

input. However, as we mentionned earlier, in the case of insertion (95% success rate) the 

ill-formed segment can be either attached left or right at any point in the well-formed parse 

tree. The flexibility allowed in this task is enough to account for this difference. Not surpris-

ingly, those results are inverted in the assignment task. When the exact structure is found, 

the parser succeeds in identifying a substitution and submitting the original symbols among 

the list of possible options in 86% of the cases, whereas the success rate for input suffering 

from insertion drops to 63% in that second task. 

Since our experiments were conducted on small sentences with at most 8 symbols, we 

studied the recovery and detection rates as a function of the number of symbols (Figure 7). 

These results show that an increase in the number of symbols doesn't seem to reduce the 

efficiency of our method and therefore the length of the sentences parsed hasn't proved to 

be a limitation here. 

6 Conclusion and Future Directions 

The preliminary experiments were led on small sentences, and artificially altered data. Be-

sides only one error was introduced at one time and we left out the cases of deletions and 

unrecognized symbols. Thus we certainly can't claim at this point having proved anything. 

But these experiments did give a certain concreteness to the ideas and point to a number of 

unresolved problems: 

• training the parameters involved in selecting type of ill-formedness involved 

• taking advantage of other useful features of the BLI model (segmentation…) 

• dealing with multiple errors, leading to experiments with real data 

The training of the parameters is an issue we have left aside but which should be con-

sidered at some point: how should we estimate the rewriting rules probabilities ? and the 
parameters involved in the alteration of these rules in the structure task ? how about the 0 

parameters used in selecting one type of ill-formedness over another ? All the experiments 
were conducted with very rough estimates: using the exact probabilities yielded by the BLI 
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Figure 7: Recove_ry and detection rates depending on length of sentences 

method, we tried to combine these probabilities in an intuitive way to detect any incoher-
ence caused by ill-formed input. But as we have seen, no fine tuning of the parameters was 

made. However, although these parameters were rough estimates, preliminary experiments 

have shown rather promising results. Therefore it seems that the efficiency of this method 

could be greatly improved by including some kind of training. 
Moreover, other features of BLI give this method additional potential: we have already 

mentionned the possibility to process unsegmented text but, equally important, is the pos-
sibility to interface BLI with a speech recognizer. In this discussion we have considered 

that the input sequence was a string of grammatical symbols taken from a list of categories, 
including an unknown category. But this is only a special case where the probability vectors 

at terminal nodes are of the form入=(0 ... 0, 1, 0 ... 0), the non-zero value corresponding 
to the terminal symbol identified (unrecognized symbols being such that入 =0). But in a 

general case where a part-of-speech tagger would give us as input lattices of symbols, the 
previous method could also work very well. And hopefully resolve at the syntactic levels 

ambiguities present at the recognition level. 
About dealing with multiple errors, we considered using some prior 1r probabilities trained 

from the data and depending upon the number of symbols spanned. The problem in the case 

of multiple errors is that with the method we described, 71"S can't always be calculated from 

the top node down to the portion of ill-formed input. Whenever two daughter nodes have 

zero入probabilities,this is not possible anymore. Therefore the use of prior 1r_ probabilities 
has estimates used in such cases seemed most appropriate. Such priors are already used in 
the structure task in BLI, which doesn't necessarily consider the top node to be actually 
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spanning a sentence. The most simple type of prior should depend at least upon the number 

of symbols it covers, but relative position in the tree, nature of spanned symbols and so on 

could also be considered. 
This taking into account of multiple errors should lead to experiments with real data, 

which is the only way to really test any approach in natural language processing. In this 
work, we randomly inserted or substituted symbols in the input sentence but it is obvious 

that ill-formedness in spontaneous speech doesn't occur just anリwhere. Recent linguistic 
findings tend to show that on the contrary, such errors are highly systematic [5]. Some 
works have in fact tried using features specific to spontaneous speech as an advantage in 

machine translation. In [31], work was conducted on how filled pauses and pauses could 
actually be used for segmenting Japanese utterances. Similarly we think the method we 

used might prove to be more efficient with real ill-formed data than with artificially altered 

data. 

Conclusion 

We have argued in the above for the use of statistical methods coupled with a global consid-

eration of context in the parsing of ill-formed input. Such a method was proposed, adapted 
from an already existing language model which posessed these two characteristics. The de-

scription of this method was given and experiments were conducted: the results of these 
experiments, although quite promising, are not sufficient yet to draw any definitive conclu-

sion on the validity of the above approach. However, at this point, the method we considered 

offers a wide range of future developments, capable of testing the method's potential and its 

limitations. 
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A List of Terminal Symbols 

感動詞 数詞

読点 連体助詞

固有名詞 人名
． 
I. 

助動詞語幹 副助詞

語尾 補助動詞 ~ 

終助詞 形容詞

疑問符 受身助動詞語幹

副詞 副詞的名詞

句点 引用助詞

サ変名詞 形容名詞

格助詞 日時

本動詞 文副詞

準体助詞 連体詞

複合語 通貨記号

係助詞 記号

接頭辞 丸括弧

助動詞 引用符

接続詞 パーセント記号

代名詞 感嘆符

補助動詞語幹 アンダーバー

接続助詞 中黒

普通名詞 等号

並立助詞 使役助動詞語幹

住所名 ピリオド

接尾辞 かぎ括弧

B List of Non-Terminal Symbols 

symbol_G251 アンダーバー

symbol_G252 サ変名詞
symbol_G253 テ形補助動詞

symbol_G254 テ形補助動詞語幹

symbol_G255 パーセント記号

symbol_G256 ピリオド
symbol_G257 引用助詞
symbol_G258 引用符

symbol_G259 格助詞

symbol_G260 感嘆符 ． 
symbol_G261 感動詞

＼ 

symbol_G262 丸括弧

かぎ括弧 記号
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疑問符

句点
区画番地

係助詞
形容詞

形容名詞

固有名詞

後置詞句
語尾
使役助動詞語幹
受身助動詞語幹

終助詞

冒名
住所要素

淵体助詞

助動詞
助動詞語幹

人名

数詞
数詞連体詞句

数量詞

姓名
接続詞
接続助詞
接頭辞

接尾辞
節・

態の助動詞

態の動詞
態の動詞句
代名詞

中黒
通貨記号

:: 
動詞句

悶
番地連体詞句

普通名詞
副詞

副詞句

副詞節

副詞的名詞
副助詞

複合区画番地
複合語

複合数詞

複合日時
複合番地要素

文

文副詞

並立助詞
補助動詞

補助動詞語幹

本動詞

名詞句

名詞節
連体詞

連体詞句
連体修飾節
連体助詞

連用修飾
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