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Chapter 1 

Introduction 

As computers become able to produce more and more high-quality synthesized 

speech, more studies have been devoted to speaker individuality and speaking 

styles. The naturalness of synthesized speech should be improved by introcluc-

ing some individual characteristics, emotional effects, accents ... The generation of 

the CHATR speech synthesizer system ([Black & Taylor 94]) led us to study the 
speaker's characteristics. 

Let us first briefly review the sources of speaker variability. Schematically, it 

can be attributed to 2 main factors. 

• the speaking sty le : 

In learning speech mechanisms, ea.ch speaker, influenced by his dialect and 
social environment, has developed his own articulatory strategy. The choice 

of the vocabulary, the syntactic structure as well as articulatory and prosodic 

habits may vary greatly from one speaker to another. The choice of specific 

叫 icula.torygesture will lead to different types of voice (palatalized, nasalized 

... [Laver 80]) ; Prosodic habits include speaking rate, phonemic durations, 

intonation (accents), amplitudes… 

• the physiological characteristics : 

Roughly speaking, the production of speech involves 3 main structures. The 

respiratory system, the larynx and the voca.l tract which involved both ora.l 

and nasal cavities. These 3 structures va.ry greatly from one spea.ker to an-

other (dimensions, tissus, elasticity [Stevens 72]). The variations show up in 

the fundamental frequency (mean and range), the glottal excitation (regu-

larity, harmonicity) -which produces different voice quality such as modal, 

la.ryngalizecl, breathy ([Iくarlsson90], [Laver 80]) -as well as the spectral char-

acteristics (formant dispersion ([Fant 60],[Fa,nt 66])). 

Whereas a fow studies ha.ve now been dedicated to speaker spectral chara.cteris-

tics, as far I know, very few dealt with the prosodic individual characteritics. This 

study is thus concerned with this last topic and focusses on fundamental frequency. 

Prosodic features are involving many different levels factored to la.ngua.ge, style, 

speaker, etc. Ea.ch language ha.s particular ways of structuring a sentence: phrasing 

ー



as well as accent positions are partly language dependant. However, phrase and 

accent characteristics are probably speaker dependant : timing (location of accent 

event (rise or fall) in the syllable), amplitude, accent shape… vVe propose two 

different approaches to separating the different components. 

• We first used a pitch model. This allowed us to represent a pitch contour 

with only a few parameters related to the utterance phonological description. 

The models we choose to examine are described in chapter 3. Chapter 5 will 

present an evaluation of them. 

• ¥¥e then tried a second approach comparing the observed pitch contour of 

the same sentence uttered by different speakers. The difference between both 

contours is then language independant. However speakers intentions, while 

uttering the sentence, may still be different. This approach will be presented 

in chapter5 

This document will briefly describe some techniques and algorithms we devel-

opped and used for this work. The first two chapters will concern the analysis 

techniques whereas the third one presents the analysis-synthesis system based on 

TD_FSOLA (Time Domain Pitch Synchronous Over Lap and Add [Moulines & Charpentier 90]) 
which can be used for speech synthesis as well as perceptual evaluation. the fol-

lowing chapter will describe to the experiments we carried out to eva.luate the 

approaches we proposed. 
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Chapter 2 

Pitch Tracking and 

Pitch-Synchronous Waveform 

Marking 

The first step of any study of prosodic features is the extraction of the fundamen-

tal frequency. We will describe in this chapter the procedure we implemented to 

deal with this task. As said earlier, we not only want to analyse the different into-

nation patterns but also would like to modify them. Therefore, ¥Ve implemented the 

PSOLA (Pitch-Synchronous-Overlap-and-Add [Moulines & Charpentier 90]) approach 
which allows to perform pitch and time scaling without voice quality degradation. 

Such a technique needs not only the detection of the fundamental frequency but 

also the computation of a sequence of marks aligned pitch-synchronously on the 

signal waveform. The second part of this chapter will be devoted to this "locali-

sation". In the third part we will briefly indicate hovv to use our program and we 

will show some examples of results in the 4th part as well as some weakness of our 

algorithm. 

2.1 Pitch Tracking 

Pitch-tracking is not a trivial task and many approaches have been reported a.ncl 

are still studied ([Hess 83], [Medan et al 91], [Bctgsha.w et al 93], …)． 
Our pitch-tracking procedure is based on three different criteria. which are un-

fortunately dependant upon di仔erentthresholds. Two thresholds limit the range 

of the pitch values : the range is usually set to [,50,250] Hz for male speakers and 
[150,400] Hz for female. 

• First, the zero-crossing rate is determined : this rate is usually higher for 

non-voiced signals than for voiced one. The speech signal is then low-passed 

filtered in order to attenuate higher-harmonic components o[ the signal. 

• Silence and speech a.re clescrirninated using an energy criterium. A level 

threshold is thus needed and may depend on the record conditions. 
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• The short-term autocorrelation coefficient is computed according to the fol-

lowing formula : 

Am(cl) = 
ご二Nー1x(i)x(i-d) 

こ：：~:-1国）]2区：:;,~ 応 ¥,.:(i-cl)]2

It measures the similitude between two segments of signal spaced d samples 

apart. Since voiced-speech has a quasi-periodic structure, this coefficient will 

present a maximum for a decay d equal to the pitch period. Therefore, the 

autocorrelation coefficient is computed for each value d of the pitch-period 

range. The 5 highest local maxima are then detected and kept in memory as 

a potential ca.ndidate. However, a threshold is used to reject the "too" small 

maxima (threshold as a percentage of the higher maximum). 

¥Ve then elaborated a "probability" measure from the different values computed 

above. v¥「edefined it as follows : 

凡(s)

凡(s)

凡(s)

Pvoice(S) 

zero_thres 

zero立 ossing(s)
(1 + e-0.3*(energy(s)-ener_th,・es))―1 

autocorr(s) 

凡(s)*凡(s)*凡(s)

A speech segment is then detected as voiced for voicing probability above a 

threshold (typically 0.5), as unvoiced elsewhere. For the time being, we just used 

the first "autocorrelation candidate" to define the probability measure. Later, the 

other candidates could be used to eliminate pitch-tracking error. 

A smoothing is then applied on the extracted pitch contour. 

2.2 Pitch-Synchronous Marking 

The signal marking uses the results of the pitch detection algorithm. On non-

voiced portion the marks are apposed uniformly on the waveform, typically every 

10 ms. On voiced portions, the marks are pitch-synchronous. The procedure can 

be decomposed into 3 steps for each voiced portion : 

• The voiced segment is delimited (begin and encl) according to the voiced/non— 

voiced decision coefficient. 

• The major waveform peak in the middle of the voiced segment is then de-

tectecl. Negative or positive peak can be choosen according to the will of the 

user ; ideally the marks should correspond to the glottaJ closure. The first 

mark is apposed on this peak. 

• All the other marks ofthe voiced segment will then be derived recursively from 
the first one. Both the pitch information and a peak detection algorithm are 

used to determine the location of each new mark. 
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2.3 Manual 

The program, called''tracker", allows both pitch-tracking and signal marking. Dif-

ferent options have to be specified : 

• -i : input signal file ; the signal file is a raw file (binary short). 

● -o : output file(s) ; tracker creates 2 output :files : the pitch contour and the 

mark files. There are 2 different potential formats : binary and text. Both 

binary and text files contain a short header. 

-In case of mark files, the header indicates the name of the input file and 

the signal sampling frequency (in kHz). The file contains 2 fields. The 

first one is the sample location of the mark : the difference betvveen two 

consecutive marks locations is the local pitch value. The second field 

contains the voicing decision : 0 means non-voiced ; 1 is voiced. 

-In case of pitch files, the name of the input :file is writen as well as the 

pitch computation rate (in ms). The pitch value in Hz is then following 

this header. 

● -p : indicates that the user is just interested in pitch contour : the marking 

procedure (which is time-consm11111ing) is not run. 

● -m : only the mark output file is created. Note that in that case, the pitch 

tracking is performed anyway. 

● -c : constant file. This constant file contains the different thresholds used in 

the tracking and marking procedures ; the input signal sampling frequency 

as well as the desired output format. However, this file is not necessary : if 

it is not found, some default values are used. Let us describe in detail which 

informations the constant files may contain. 

-¥Vaveforrn sampling rate in kHz. 

SAMPLE」1ATE

-Output印esしypewith 2 possibilities : "binary" or "a.scii". 

FO_FILE_TYPE 

lVUCFILE_TYPE 

-FO tracking options. 

* FO sample rate : frame interval between 2 successive pitch values 

(ms). 

FRAME」NTERVAL

* Definition of pitch range : minimum and maximum pitch values a.re 

given (Hz). 

MIN_PITCH 

MAX_PITCH 
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* Energy Threshold (to distinguish between silence and speech). 

ENERGY_THRES 

* Zero Crossing Threshold as a percentage of the length of the window 

ZERO_ TI-IRES 

* Smoothing Option : a double smoothing can be performed on the 

tracked pitch values. The number of points for each smoothing 

procedure can be fixed. 

SI-.1IOOTHING (yes= O; no= 1) 

・FIRST 

・SECOND 

-Pitch Synchronous Marking options. 

* Marking period on non-voiced portion (ms). 
NONSYNCH_¥iVIN 

* Pitch-svnchronous marking on maxima or minima (cf 2.2). 
POSITION 

* Thresholds used in the recursive marking procedure of voiced seg-
ment. 

Definition of a "variation interval" to take into account the im-

precision of the pitch value : /o E [/o(lー釘），/o(l十叫・
MIN_RANGE (1ー釘）
MA兄 RANGE(1 + E1) 
2 thresholds used in the search of lo cal maxima in order to (try 

to) take into account the local perturbations of waveform. 

THRES_AMP 

THRES_DUR 

1 threshold limits the size of local peaks : too small peaks (at 

voiced segment boundaries) are neglected. "Small" is defined as 

a percentage of the central peak amplitude (cf 2.2). 
THRES_PEAK 

Here follows an example of a, standard constant file : the values given a.re 

the defaults. Note that ea.ch value has to be preceded by its speci什cation(as 

follows) so tba.t. the file ca.n be incomplete or randomly organized. 

SAMPLE_RATE 12 

FO_FILE_ TYPE as ell 

MK_FILE_TYPE ascii 

FRAME_INTERVAL 5 

MAX_PITCH 400 

MIN_PITCH 70 
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ENERGY_THRES 600 

SMOOTHING 

゜FIRST 7 

SECOND ， 
ENERGY_THRES 50 

ZERO_THRES 25 

NONSYNCH_WIN 10 

POSITION 0 

THRES_PEAK 0.04 

MIN_RANGE 0.5 

MAX_RANGE 1 . 5 

THRES_AMP 0.85 

THRES_DUR 10.0 

2.4 Some examples and Errors 

This chapter presents a few examples of marked speech sig叫 s.The algorithm has 

been performed on Japanese and English, female and male voices. The first picture 

(2.1) illustrates the case of good performances whereas the two following show pitch 

tracking errors which have been found to happen much more often on one of our 

speaker (female english : Sally from CSTR database). 

Let us review the typical errors. 

• Pitch Tracking Errors 

In silent portion, a very hich pitch period is sometimes detected. That seems 

to happen when the energy threshold is not high enough. Note that in these 

cases, the normalized autocorrelation function presents a lot of local maxima 

whereas in voiced segment the number of maxima is usually limited to two 

(corresponding to the pitch and the double pitch values). 

At the beginning and encl of voiced segment, fundamental frequency is us叫 ly

over-estimated. 

Very few doubling pitch have been found. They a.re usually erased by the 

smoothing procedure. A kind of dynamic programming technique may replace 

avantageously the smoothing. In that case, the different pitch candidates 
provided by the autocorrelation cri terium should be processed to find the 

"optimal pitch contour". 

• Marking Errors 

The most common error is illustrated on the last figure (2.2), although the 

pitch value has been correctly determined. These errors can be partly re-

covered by limiting strongly the ra.nge of peak search. Hovvever, we didn't 

succeed in completely eliminate this kind of problemes. 
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Chapter 3 

Pitch Models 

The procedure described in the previous chapter provides us with a rough pitch-

contour. These contours include the speaker characteristics as well as the phonog-

ical characteristics. ¥i¥le would like to filter out the language specificity. In that 
order, our first idea consisted in using some kind of pitch model, which vvould pro-

vide a phonological description of the sentence under analysis while allm,・ing an 

accurate synthesis of the pitch contour. The litterature provides us with many 

different pitch models but most of them concentrate in one aspect only (phonol-

ogy [Pierrehumbert 80] ; accurate representation of pitch contour [Hirst et al 91]). 
Two models seem particularly well adapted to our pm、pose: the Fujisaki Model 

([Fujisaki 91]) and the RFC Model ([Taylor 93]). Let us briefly describe them. 

3.1 Fujisaki Model 

3 1 1 
． 

. . Formulation 

Fujisaki model ([Fujisaki & Hirose 84], [Fujisaki 91]) considers the pitch-contour 

as a superposition of a sequence of phrase components and a sequence of accent 

components. IVIore precisely, phrase components are the response of a critically 

damped second-order linear system to a set of impulses whereas accent components 

are the response of another critically-damped second order・linear system to a set 

of stepwise functions. These two components are described by the following set of 

equations : 

Gr, (t) 
{ a『te―o:,t if t >= 0 

0 otherwise 

Cら(t) { 1゚11叫1-(1 +叩）e―凡t,0) if t >= 0 
otherwise 

where a; and /3.i are the natural angular frequency of the phrase control mecha― 

nism to the ith phrase conm1ancl and the accent control mechanism to the Jth accent 

command respectively and 0 the ceiling level of the accent component. 
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Figure 3.1: Fujisaki Model 

pitch contour viewed as the superposition of phrase and accent components 

The pitch-contour is then derived from these two components by the relation : 

ln(Fo(t)) = ln(Fmin) + Li=1 APiGPi(t -T,。J+ Lf=l Aai[Ga;(t -T1J -Ga;(t -T2.)] 

Fmin is the asymptotic value of the fundamental frequency in the absence of 

accent components, P is the number of phrase commands and A the number of 

accent commands, A/Ji A"i are the amplitude of the扉 phrasecommand and the iu1 

accent command respectively ; T0i is the timing of the iui phrase component and 

T1; and T2i are respectively the onset and offset of the扉 accentcomponent. 

This is illustrated in figure (3.1). 

3.1.2 Advantages and Drawbacks 

Such a model is very attractive for two main reasons. 

• First, the model can decompose a whole sentence in a few para.meters only 

which are more or less linked to a physiological theory ([Fujisaki 91]). 

• The second reason is connected to our purpose. The model allows to control 

independantly accent prominences and pitch range. By increasing the ampli-

tude of the phrase component, one can raise the pitch range ; by varying the 

amplitude of the ith step input, one can change the pitch of the ith accent 

peak only. 

11 



Unfortunately, the model has also some drawbacks. 

• The analysis of the contour in only a few parameters assumes some very 

strong constraints on the accent patterns which are not always corresponding 

to the real pitch-contour. 

• Moreover, the estimation of accent and phrase parameters are not yet fully 
automatic and needs usually, as a first step, the detection of the different 

events (accent step functions or phrase impulses). Some attempts are under 

study to perform this analysis. Geoffrois's work ([Geoffrois 93]) is based on 

least squares parameter optimization and on prosodic event detection. I―Iir ai's 

technique ([Hirai et al 93] uses the linguistic and synctactic information to 

derive the different events ; accent commands are classified according to their 

type (flat or declining) and the previous accent type (6 classes) ; phrase 

commands are divided into 3 groups by syntactic structure. Amplitudes of 

the quantized commands are then optimized using a large speech database 

for training data. 

3.1.3 Algorithm 

We developed an algorithm to derive Fujisaki's parameters. This work is related to 

Hirai's study. We assumed that events location s are determined by the linguistic 

and syntactic information. Note that the .Japanese prosody has been well studied in 

the literature ([Sagisaka & Sato 86], [Pierrehumbert & Beckman 88], [Kubozono 93] 
and seems to be strongly defined by this information. 

The deternunation of Fujisaki's para.meters is an optimization problem. The 

criterium chosen here is the mean-squared error between the observed pitch-contour 

and the estimated one. This criterium is given by the following equation : 

E = I: 凸 (F0(n))-Zn(瓜(n))]2

vvhere F;。(n)and凡(n)are respectively the observed sampled pitch value and 

the estimated pitch at time n. 

• A first attempt : fully optimized amplitudes 

The partial derivations of this equation provides us with a set of equations 

linear in amplitudeと:1.ndnon-linear otherwise (the linear equations a、rederived 

in Appendix). Our first idea consisted in using a gradient method to optimize 

the non-linear parameters (timing and angular frequencies) and to compute 

the optimized amplitudes via singular value decomposition. The input to the 

optimization algorithm is then the sampled pitch-contour and the number of 

phrases and accents. 

The synthesized pitch thus obtained is a very good approximation of the 

pitch contour. Unfortunately the accents and phrases timing and amplitudes 

are no more meaningful : phrase impulse co1m11and in the middle of a:1 ac-

cent, negative amplitudes for both accents and phrases with very high Fi。minl
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very variable angular natural frequencies. It then appears necessary to add 

constraints on every para.meters to maintain them "physically meaningful". 

• A second attempt : optimization under constraints. 

The second algorithm is less powerful. Not only the accents and phrases 

numbers are needed but also their location in time. The natural angular 

f requenc1es a.re. set to恥 eelvalues (a= 3 and /3 = 20). The timing param-
eters are affined through an exhaustive research on a. small interval centered 

a.round the input value. As phrases and accents magnitudes as well as Jamin 

are linked and may compensate one another, we choose to a.clcl some con-

stra.ints on Ji。minand phrases amplitudes : both should be lower than the 

observed pitch-contour in most cases (90 % for example). 

This second algorithm has the advantage to relate the different parameters 

to the "phonetic-synta.xic" input a.s only "meaningful" accents and phrases 

are considered. The main drawback is the necessity of an pre-processing 

which will allocates phrases and accents. An exhaustive research on the whol 

time domain under constraints would be time and cpu consun11ning (a few 

months for one sentence !?). v"¥「edidn't focus on the pre-processing part and 

didn't deepen this approach but some vvork in ATR ([Hirai et al 9:3]) is still 

continuing. 

3.1.4 Discussion 

The figures (3.2) and (3.3) give some examples of results that may be obtained 

in the best and worst cases . The second example is particularly affected by 

the micro-prosody which is already attenuated by median smoothing. Because 

of our inability to derive a fully automatic Fujisaki model, we didn't pursue 

this approach. However, as mentioned above, some research is still dedicated 

to that approach. The last result was a mean estimation error (mean-squared 

error) of 30 Hz on our database (500 sentences uttered by a male japonese). 

The standard deviation of this error is quite important and the cliff、erence

between the estimated pitch value and the observed pitch value may be as 

high as 80 Hz. We believe that this may be explained by the strong constraints 

applied on accent ad phrase shapes. However, Geoffrois'approach has been 

shown to be successful and fully automatic. Some experiments has been 

clone on vvords. But as far as I know, it has 11ot been yet proved to be 

"phonologically-meaningful" on sentences. 
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Rise Fall 

Figure 3.4: Rise, Fall and Connection Elements 

3.2 Rise-Fall-Connection Model 

As written above, the main drawback of the Fujisaki model is its implementation 

so that phrases and accents paramenters can be derived automatically. ¥¥・e thus 

investigated another model: the Rise-Fall-Connection model, proposed by P.Taylor 

w「aylor93]) which he implemented. ¥Ne will briefly describe here his theory and 

his algorithm. More details can be found in ([Taylor 92]). 

3.2.1 Formulation 

The RFC model (which stands for Rise/Fall/Connection Model) decomposes the 

pitch contour into a sequence of rises, falls and connection elements. Rises and falls 

are described by a quadratic function according to the following equation : 

fo= { A-2A(t/D)2 O<t<D/2 
2A(l -t/D)2 D/2 < t < D 

where A is the amplitude and D the duration of the rise or the fall element. A 

and D may have any value. . 

Every pitch contour can thus be encoded by an alternating succession of such 

elements linked by straight lines, i.e. the connection elements. The RFC elements 

a.re shown :figure 3.4. 

The underlying theory assumes that rises and falls occur only in case of pitch 

accent or boudary rise. Thus, the RFC description should allow the definition of 

the phonological contour of the sentence : each rise 01、fallis part of a phonological 

event. 
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3.2.2 Algorithn1. 

Let us describe very briefly the algorithm developed by Taylor to estimate the RFC 

parameters. The algorithm involved two ma.in stages : 

• The first stage consists of detecting the main movements (rises and falls) of the 
pitch contour. This labelling module is dependant upon two thresholds ; a rise 

gradient threshold and a fall gradient one. Once the pitch contour has been 

re-sampled at 50 ms intervals, the pitch value of ea.ch frame is compared to 

the pitch value of the preceding one. If the difference exceeds the rise gradient 
threshold, the frame is classified as a rise ; if it is below the fall gradient, the 

frame is labelled as a fall ; elsewhere, the frame is left unlabelled. Adjacent 

frames described by the same label a.re then grouped together. 

This procedure usually identifies correctly. the ma.in movements of the pitch 

contour. However, in a few cases due to some segmental effects (sudden rise 

or drop in the pitch contour), some frames are叫 slabelledleading to a short-

duration rise in the 1niddle or a fall movement and reciprocally. Therefore, 

a post-processing has been added : it erases the "spurious" sections whose 

durations falls below a certain threshold. 

• The second stage determines the durations and amplitudes of the rise/fall 
elements defined in section 3.2.1 which best approximate the movements de-

tected during the first stage. This procedure first delimits a "search region" 

at the boundaries of each movement in which the rise/fall elements may start 

or end. A new set of threshold is used to define the size and position of these 

regions. Then every potential element which starts or ends in such areas are 

synthesized and compared to the original contour. The best shape, according 

to the mean-squared criterium, is then selected. 

3.2.3 Advantages and Drawbacks 

The RFC model is very simple and什exible.As amplitudes and durations of the 

different components may vary greatly, a large panel of different accent types can 

be approximated. t,.1Ioreover, the model has been implemented to perform a fully 

automatic a叫 ysis.

However, as the model is very flexible and very loose, one has to be aware of 

the tendancy to perfectly match the pitch contour by adding "extra-components" 

which do not correspond to any phonological element. For example, obstruent per-

turbations, which causes sudden spikes and glitches, may be represented by short 

rises and falls. These kinds of errors are partly removed by the pre-processing 

(already mentioned above) of the raw pitch-contour as well as a training proce-

dure (described in [Taylor 92]) which tunes the different thresholds defined above. 

Ho-wever, this training procedure is not automatic and is very difficult to carry on. 

The same examples presented for the Fujisaki model are shown in figure (3.5, 
3.6). 
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kaetta". 

upper part : observed pitch contour (clash) and smoothed contour (solid); bottom 

part : observed pitch contour (clash) and RFC synthesized pitch contour (solid) 
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Some other experiments have been conducted on an English database. The 

results were not so good clue to the fa.ct that the pitch contour was very discontin-

uous : voiced portions ,vere so short that the algorithm was not able to detect the 

different movements. 

3.3 Appendix 

Fujisaki's Problem: Parameters Optimization. 

The problem consists in finding the parameters -phrases and accents timing 

T。,,T1, and T2,, natural angular frequency a; and /3;, and amplitudes Ap; Aa; which 

minimize the following mean-square criterium : 

E = I:n(Ft。(n)-1焉(n))2

where 

切(F;。(t))= Zn(内。min)+L1=l Ap;G'p;(i -T.。;)+冗↑~1 Aa,Ha;(i,T1i,T2;) and 

Gp, (t) 

Ha;(t, T1,, 孔）

Gai (t) 

｛叶e―a,t if i >= 0 
0 otherwise 

Ga,(t -T1J -GaJt -T2;) 

{ 111.in(l -(1十店t)e鳴 t,0) 

゜
if t >= 0 
otherwise 

The solutions of this problem are the zeros of the partial derivatives of E and are 

thus solutions of the following set of equations. The time and angular parameters 

are the solutions of non-linear equations whereas the amplitudes and仇。minn1ay be 

computed from the following linear set of equations : 

Partial Derivative according to Fi。min: 

N 

~ln(l~。 (n)) = 
n=l 

p N 

Nln(F;。min)+~心こら(n-T,。,）＋
i=l n=l 

A N 

こ心こ叫(t,1'1;, T2;) 
・i=l n=l 

Partial Derivative according to 4 : ・Pi 

N 

I: ln(F;。い））叫(n-T.。k)= 
n=l 

N 

ln(F;。miJI: G伍(n-T.。k)+ 
n=l 

p N 

〗心，こら(n -T,。,）GPk(れ―']_玉）＋
1=1 n=l 
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A I¥「

〗人こ lな (t,T1;,T2;)G'7-'Jn -7.~。Jk = 1 ... P 
i=l n=l 

Partial Derivative according to Ac,; : 

N 

こln(Fi。(n))瓜 (n,T1k, T21J = 
n=l 

N 

ln(Fi。mi,』 ~Ha1,(n,T1k1T21J + 
n=l 

p N 

~Ap;~ ら (n-I',。,）H切， (n,T1k, T21J) + 
i=l れ=1
A N 

~Aa;~ 瓜 (t,Tぃ孔）Iーに(n,T1k1T2J)k= 1…P 
i=l n=l 

which can be described by a matrix equation : 

AX=B 

where X and Ba.re two vectors of dimension (A+P+l) (number of accents + 

number of phrases+ 1) a.nd A is a (A+P+l) square matrix. 

X = (ln(F;。min))APl) A]J2)…, App, Aa1, Aa,2, ... , AaA)-T 

B -

ご~1 ln(F;。(n))
ご~1 ln(F;。(n))G弘(n-1~。l)

ご~1 ln(F0(り）Gpp(n -T,。p)
N 

Ln=l、 ln(F0(n))1九(n,T11, T21) 

ご~l 伍(Fa(n))HaA (n, T1A, ]~A) 

A is defined by the set of equations : 

A= a;,1 
where 
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a1 ,1 N 

a1 ,j+J ご~1 ら (n -1~。J .i=l...P 

a1 ,i+P+2 ご~l}ん (n,Tぃ互） j=l...A 

a.;+1 ,1 こ;!=lら (n-T;。,） i=l...P 

a;+1 ,i+J ご：：：1ら (n-']_~。,)GP;(n -'l_~?J i=l...P,j=l...P 

Cli+1 ,i+P+2 ご~1 Op, (n -I;。;)瓜(n,T11, T21) i=l...P,j=l...A 

ai+P+2,1 E;;=l尾 (n,T1,, T2.) i=l...A 

ai+P+2,j+1 以~1 瓜 (n,T1,,T2.)Gp」 (n -]_ら） i=l...A,j=l...P 

a;+P+2,j+P+2 ご~l 瓜 (n,T1,,T2.)J丘(n,Tぃ仇） i=l...A,j=l...A 

Such a.n equation is easily solved by means of the traclitionnal Singular Value 

Decomposition which provides us with the pseudo-inverse of A. 

20 
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Chapter 4 

Prosodic Transformations 

This chapter describes the prosodic transformations for synthesis purpose. Our 

module is based on TD-PSOLA, developped in CNET by Charpentier and Moulines 

[Moulines & Charpentier 90], which we will describe here in the first section. In 

the following sections, we will present how we can exactly match a target prosody. 

This technique allows high quality synthesis : it aims at modifying the prosodic 

information without changing the voice quality (keeping the spectra unchanged 

which may not always be a good point (e.g. female voice has a first formant 

higher)). The tool we developped may be very useful for synthesis system based 

on unit concatenation (see CHATR) and also for perceptual evaluation. In this 
last direction, we have been involved in a study carried out in ATR by Ofuka 

([Ofoka 93]) on politeness. 

4.1 Time Domain Pitch Synchronous OverLap 

and Add (TD-PSOLA) 

Here we will describe a technique which has been described more fully in [Moulines & Charpentier 9( 
The technique is based on the Short-Time Fourier Analysis and Syn thesis approach 

([Allen & Ra.biner 77]) which we won't detail either. The TD-PSOLA procedure 
involves three steps. 

• The original speech signal is decomposed into a sequence of pitch synchronous 

short-term signals. These short-term signals are computed by multiplying 

the input signal by a bench of windows (usually Hamming wi11clows) centered 

around the pitch marks. The figure LLl illustrates this first step. 

• The second step consists in creating a sequence of synthesized short-term 

signals from the analysed ones. This stage can be decomposed into two steps 

-a series of synthesis pitch-marks are generated and an ana.lysis-synthesis 

mapping is determined : each synthesis pitch-mark is linked to two anal-

ysis pitch-marks. The next section is devoted to this procedure. 
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-the synthesis short-term signals are obtained by linear combination of 

the mapped analysis short-term signal. 

This second stage is illustrated in figure 4.2. 

• The last step of the procedure corresponds to the OverLa.p-Add synthesis 
which is described by the folowing formula. : 

s(n) = Lm袖 (n)
と、mw(n-im) 

where w denotes the synthesis window, にthesynthesis pitch-marks and .sm 
the synthesis short-term signals computed previously. 

4.2 Source/Target Pitch Mapping 

4.2.1 Target Pitch Marking 

As mentioned above, we aim at modifying a source pitch contour into a target pitch 

contour. We may imagine two different possibilities. 

• Copy of the prosody of a natural utterance : In that case, the pitch-marking 

is used on the target utterance providing us with a set of pitch-marks. Only 

the mapping will have to be performed. 

• Copy of a synthesized pitch contour : The procedure cletern1ines a set of pitch 

marks given a sampled pitch contour (which can be synthesized via any pitch 

model). Pitch-Marks are obtained recursively. Let us suppose, the current 

pitch-mark has been determined, the follOi,ving one will be set such that the 

two marks are distant from the current pitch period. 

An example is drawn on figure 4.3. 

4. 2. 2 Pitch Mapping 

In order to perform the TD-PSOLA synthesis, we need to map the source to the tar-
get pitch-marks.'vVe will suppose here that both the source andしhetarget phonetic 

labellings are known (the phonetic contents have to be similar).'We then derive 

a piece-wise mapping from the labelling : for each label, the mapping function is 

assumed linear and depend on the respective source and target phoneme durations. 

This is illustrated on figure 4.Ll. 

Once the pitch-mapping is obtained, the TD-PSOLA approach is performed and 

the signal is synthesized. 
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4.3 Manual 

¥Ne developed two similar programs to perform these transformations. The缶st

one, called "prosody", is interactive and allows the changing of an arbitrary pitch-

contour and/or durations by using a graphical user interface. Synthetic or natural 

pitch-contours can also be input. The second one, called transform, copies a target 

sampled pitch-contour onto the original signal Besides, this last algorithm has 

been integrated into CHATR, a generic synthesizer developed in ATR. 

• prosody : It can be called without any argument. But, a constant file called 

"proso.cst" may be provided. This constant且leallows sample-rate modifica-

tion, pitch-marks and pitch file-format modifications (only ascii a.nd binary 

are supported : these formats correspond to the pitch-tracking output format) 

and last the pitch sample-rate. An example follows : 

; Waveform sampling rate in Hz 

SAMPLE_RATE 12000 

; File types 
FO_FILE_ TYPE 

MK_FILE_TYPE 

binary 

binary 

; FO tracking options 

FRAME_INTERVAL 0.005 

The following array appears on the screen. Here follow the corresponding 

explanations. 

• transform : 

Different options have to be specified : 

--i : input file name with no extension. 4 different files are needed : 

1. the original waveform (binary short). 

2. the phonetic description : list of phonemes preceded by its beginning 

and end in samples. 

3. the pitch-mark file: obtained trough our pitch-tracking algorithm. 

4. the pitch contour且le:obtained trough our pitch-tracking algorithm. 

The extensions of those files can be chosen into the constant file. If not, 
the defaults are respectively "wav", "ct]", "pmk" and "pit". 

--o: 叩 tputfile name with no extension. 2 di什erentfiles are needed : 

1. the phonetic description 

2. the pitch contour file 

The program checks that the phonetic description of both source and 

target files is similar. 
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--f: sampling frequency of original waveform (optional as it is mentioned 

in the pitch-mark file). 

--c : constant file which contains the following field : 

1. files extension 

WAVE玉XTENSION

PIT.EXTENSION 

MKA..EXTENSION 
CTL_EXTENSION 

2. files format (binary or ascii) 
FO_FILE_TYPE 

MILFILE_TYPE 

:3. FO sample rate : frame interval between 2 successive pitch values 

(ms). This value is also contained in the pitch-contour files. 

FRAl¥lIE」NTERVAL

4. Marking period on non-voiced portion (ms). 

NONSYNCH_WIN 

5. Dimension of the analysis/synthesis window as a factor of local 

pitch-period (typically 2 or :3). 
WIND OW  _SIZE 

6. Maximum Size of ¥vinclows (ans short-term signals). 

FFTぶIZE

7. Use of swapping on non-voiced portion (0 =no/ 1 = yes). Swapping 

avoid periodicity (noise) on non-voiced portions. 

SWAPPING 

Here follows an example. 

WAVE_EXTENSIDN . wav 

PIT_EXTENSIDN .pit 

MKA_EXTENSIDN .mka 

CTL_EXTENSIDN .ctl 

FO_FILE_TYPE binary 

MK_FILE_ TYPE binary 

FRAME_INTERVAL 5 

FFT_SIZE 1024 

WINDOW_SIZE 2 

SWAPPING 1 

NONSYNCH_WIN 10 
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Figure 4.1: Decomposition into Analysis-Short-Term Signals 

analysis short-term signals 

十一—― tY V V - t~ 心 I • t t 
Oし 1I 上―-a..

analysis~. ． im.e axis 

_j'(m-1 t~, t t 
symhesis lime axis 

synthesis short-term signals 

Figure 4.2: Synthesis Short-Term Signals 

The synthesis short-term signal s五correspondingto the synthesis pitch mark t: is 

the linear combination of the 2 analysis short-term signals s9 and sq+l. Note that 

in this case illustrated above, no time dilatation has been performed. 
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Hz 
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Pirclz Conrour 

r1~~ 糾）
: i i I : r,,sec 

: ：： 50 100 150 200 

! 1,L,,,L t! tq.+1 

ttt-ttt↑↑ t t-t t t t tttttt↑ tt↑ tttttttttt仁

P0=1l{(t111) な=1/ J~tq) 
msec 

Figure 4.3: From Pitch Contour to Pitch Marking 

Pitch-marks are determined recursively. On non-voiced portion, marks are spaced 

regularly ; On voiced portion, the interval between two successive marks tm and 

tm+l is equal to the local pitch period given by the pitch-contour at time tm 

Time Compression Time E.、pa厖 ion

↑↑↑↑↑↑↑↑↑↑↑ t ↑l廿l↑↑↑-—↑]り[
: ! fjjj,:_; ・:':':'.別 ¥: ： , • : : : : : :: •• .. 
: ：； ; ： : , .. .: .. .... ..r .. 
: : ： : : :，. : :: 
＇：＇、ヽ'''

. . .  會•: ,・ ... ．．．．．、＇ .. ，．．．、，．．． , : : .. , : 

↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ i↑l↑‘↑↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑l 
a r a 

Figure 4.Ll: Analysis-Synthesis 1/Iapping 

The first mark of each phoneme are time-aligned. 
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Chapter 5 

Results 

¥i¥Te will present here some experiments carried out to analyze a speaker's prosodic 

characteristics. These experiments have not been so far very conclusive and we will 

try to show the weaknesses and of our approach. The first part of this chapter 

will evaluate the accuracy of the Fujisaki and the RFC model. The second part 

will present our experiments carried on r℃ ugh pitch-contour which led us to use 
some very simple mapping to perform the pitch modification from one speaker to 

another. 

5.1 Database 

The database [Abe et al 90] is composed of 500 japanese sentences uttered by 3 

native male speakers MHT, MYI and MSH. Only one utterance has been recorded 

except for speaker MHT. Speakers are professional and the corpus has been reacl. 

All speakers are Tokyo dialect native speakers. 

The database is labelled in terms of phonetics and phonology : accents, syntax, 

type of words, assimilation and devoicing ... are defined. The second corpus uttered 

by MHT is unfortunately not labelled. In order to estimate prosodic intravariability, 
we used a semi-automatic procedure ([Takami & Saga.yarna 92]) to segment the 
datas. The segmentation has then been manually checked. This labeling stage has 

only be applied on 20 sentences. 

5. 2 Analysis 

5.2.1 Use of a Model 

The first set of experiments consisted of analysing the database using one of our 

models. ¥Ne then check at the accuracy of the model an analysis-s亀ynthesistechnique 

; for each sentence we measured the mean-squared error between the original pitch-

contour and the synthesized one. 

¥i¥!e here cite the results obtained in [Hirai et al 9:3]. Four hundred sentences 

uttered by Speaker MYI has been analysed thanks to Hira.i's technique using sta-
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tistical analysis. The rn.ean-squared error is computed ; pitch values are measured 

in a logarithmic scale. The error criterium is then defined as : 

馴 ・o戸＝克ご＄志ごin[ln(炉。，(n))-ln(F;。い））]2 

where」＼し isthe nurn.ber of analysed sentences (400 here), J¥「inis the number of 

pitch samples obtained for the邑 sentence,炉。，(n)and F;。,(n) are the nt1, estimated 

and observed pitch samples (ith sentence). Standard deviation is also computed. 

Speaker 

MYI 

:Mean-Squared-Error 

0.224 

Standard Deviation 

Q.Q2Ll8 

which means that for an observed F;。=150H z, the error is around 30 Hz. 

vVe analyze the same database with the RFC model and results are summed up 

by the following array (same error measure) : 

Speaker 

MYI 

l¥/Iean-Squarecl-Error 

0.061 

Standard Deviation 

0.0046 

which means that for an observed F;。=150H z, the error is around 10 Hz 

(however, we didn't check the "meaning" of the rise and fall elements on the whole 

database). The a.ppenclix presents the results obtained on MYI and IvIHT with 

another error criterium : 

Error=向Z凸志ごinI炉。，(n)-1~。い）I-

As this second model was more accurate we try to analyse the rise and fall 

tilts. According to Vaissiere, each speaker tends to use a small amount of different 

rise and fall gradients. To check this theory, we thus built the histograms of such 

patterns. The following figures present the results obtained for the two speakers 

MI-IT and MYI. 

According to these histograms, the rise and fall patterns follow some wide ga.us-

sia.n distributions. Two different interpretations can be clone : 

• the RFC model is not accurate enough so that rise and fall gradients may 

vary greatly ; moreover, some rise and fall may still correspond to some 

microprosocly despite a careful analysis. 

• Vaissiere's theory is not verified: speakers use as large a range as possible of 

rise and fall patterns. 
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5.2.2 Raw Pitch Contour 

vVe also carried out a second set of experiments on the raw pitch contour. vVe a.re 

aware that such an a.pproach may be affected by micro-perturbations. However, 

we compared raw pitch contour of the same utterance according to the procedure 

described in the preceding chapter : the pitch-contour is expanded or compressed 

according to the phoneme durations. The two contours are then compared point 

by point. We obtained the following measures, ea.ch speaker being "normalized" to 

IvIHT: 

Speaker 

MHT-MHT 

MYI-MHT 

MSH-MHT 

Niean-Squarecl-Error 

S.16 
. 

32.64: 
而

Standard Deviation 

2.37 

6.25 
4.72 

The first one gives an idea of the intra-speaker variability whereas the two others 

show the inter-speaker differences. The figure 5.3 illustrate this procedure. As one 
may notice, there is nearly no difference in accent position (start and end mainly 

happened at the same time). Further more a.n analysis of the first 20 sentences only 

shows up a very small number of differences in ,vord grouping (phrase groups). 

Next, a graph of the fundamental frequency of one speaker against the funcla-

mental frequency of the other speaker was drawn. MYI's pitch contours have been 

time-normalized to the corresponding l¥lII―IT's pitch contours so that each pitch 

value of MHT is mapped to one value of MYI. For each MHT's pitch value, we 

then computed the average and standard deviation of the mapped MYI's pitch 

values. ¥¥「ethus obtained the figures 5.4, ,5.,5. 

It appears that the mapping between the two speakers pitch contour is highly 

linear except for high frequencies where it seems to be quite random. vVe may see 

different reasons which could explain that : first, there is only a few high frequency 

samples in comparison to the other ranges ; second these high frequencies may be 

erroneous corresponding to pitch doubling ; third this could correspond to different 

choices in phrasing : pitcb would be reset in one case whereas it won't be in the 

other case. 

¥fife thus decided to compute for each sentence uttered by two speakers a linear 

function which would map each value of the reference speaker's pitch contour to the 

corresponding value of the target speaker's normalized pitch contour. The function 

is simply defined by the following equations : 

ftarg (t) = oJrefり(t))+/3

where~1(-t) is the time dilatation/ compression function. 

The mean pitch value, the range as well as the tilts are thus modified. Figure 

5.6 shows some examples obtained that ,,vay. 
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Figure 5.3: Two pairs of pitch contours (2 speakers uttering the same sentences) 

after time alignment to MI―IT's phoneme durations 
The first pair corresponds to the couple MI―IT-1¥IIYI vvhereas the second corresponds 

to the couple MHT-MSH 
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Figure 5.6: Two pairs of pitch contours (2 speakers uttering the same sentences) 

after time alignment to MHT's phoneme durations and frequency normalisation . 

The same examples as above a.re presented here. 
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vVe then computed the mean-squared error for each sentence as well as the 

standard deviation. The following array shows the average value of such error on 

the whole database. 

Speaker Mean-Squared-Error Standard Deviation 

MHT-MHT 7.22 2.27 

MYI-lVIHT 11.10 2.91 

MSI-I-MHT 12.58 3.38 

After such a normalisation the inter-speaker variability is drastically reduced ; 

Inter-speaker difference and intra-speaker difference become similar. 

These results are obtained for our japanese database which has been uttered 

by some trained speakers : they learn to pronounce it in a similar way : phrasing 

strategies are usually identical. However, .Japanese language seems to be constraint 

in such a way that in case of the same dialect, word accent positions are stable and 

very well defined ; the amplitudes only appeared to be variable. 

However, we try to compare the coefficients a and /3 obtained for each sentence 

and they appear to vary quite a lot. 

5.3 Appendix 

The RFC model is used to analyse 500 sentences uttered by the 2 speakers :;-..!HT 

and MYI. The error-criterium we choose on this database is the following : 

Erro・ 門＝砧后こやL;!in!Fi。;(n)-Fi。,(n) I 

and 

Error2 = ,/訊戸ごinI.Fi。,(n)-F;。,(n)12 

In this error definition, the pitch value are considered indepencla.ntly of the 

sentence (here Nsi\「in~328000). v¥「edon't use the logarithmic scale : the Bark 

scale is linear for frequency values below 500 Hz which is the ca.se here. 

Speaker 

MHT 

MYI 

Error1 

4.906652 

4.605651 

Error2 

8.916479 

8.570259 

Here follow the error histograms of ea.ch "speaker". 

Here follow the error histograms of ea.ch "speaker". 

35 



％ 

％ 

22.00 

20.00 

18.00 

16.00 

14.00 

12.00 

10.00 

8.00 

6.00 

4.00 

2.00 

0.00 

n.. 

けh7n-r

0.00 10.00 20.00 30.00 

「

Hz 

40.00 

Figure 5.7: Error histogram: speaker MHT 

22.00 

20.00 

18.00 

16.00 

14.00 

12.00 

10.00 

8.00 

6.00 

4.00 

2.00 

0.00 

""L 

団 乃

0.00 10.00 20.00 30.00 

「

Hz 
40.00 

Figure 5.8: Error histogram: speaker MYI 

36 



Chapter 6 

Conclusions 

We described in this report two different methodologies to analyse speaker's prosodic 

characteristics. The eva.l叫 ionhas been carried out on a Japanese database com-

posed of 3 male speakers uttering 500 sentences. 

• The first one is based on pitch modelisation. ¥i¥Te compare two different models 
: the Fujisaki Model (which has been implemented) and the RFC model. The 

second model has two advantages : it is fully automatic and seems to be 

much more accurate than the first one. However, the model has to carefully 

tuned such that rise and fall components are pbonologically meaningfull. This 

training is not yet automatic and quite difficult to do. The use of such models 

didn't really allow us to conclude on speaker's characteristics as they neither 

were accurate enough to compare the accents characteristics from one speaker 

to another (gradient and timing, accents shape is also kept invariant in these 

models). 

• The second method consists in comparing point to point each pair of pitch 
contours corresponding to the same utterance uttered by two different speak-

ers. It then appears that one pitch contour can be derived from the other 

by a simple linear transformation. The difference between the frequency nor-

malizecl pitch contour is nearly reduced to the intra-speaker variability which 

can be observed when one speaker utters the same sentence twice. However 

such a technique assumes that there is no timing difference in accent position 

which seems to be true in our Japanese data.base but which was not observed 

in another English database. This accent characteristic can be explained by 

two reasons : the Japanese database is read by professional speakers who 

have been trained to speak in a received style ; Japanese language is very 

constrained by phonological rules and accents location is very restricted. In 

this case, the use of a linear transforniation seems to be sufficient. 
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Chapter 7 

Other task in ATR : spectral 

analysis 

This section describes very briefly the program I developed to analyse speech data. 

This program performs different traditional analysis : LP C ([Markel & Gray 76], 
LPC-Cepstrum, Iterative Cepstrum (true envelope) ([Imai & Abe 79] and Delta-
Cepstrum ([Sagayama & Itakura 79], [Furui 86]). V-./e will assume that the reader 

is familiar with these analysis and won't detail them. The interested reader can find 

some descriptions of those techniques in [Rabiner & Juang 93]. The results of the 

analysis will be used to select units for speech synthesis. The spectral continuity is 

necessary to allow high-quality synthesis. 

The routine is called "analysis" and needs the following inputs which follows. 

At least two inputs are required : input signal file and叫 putcoefficients file. 

● -i <input signal file> : nist and raw formats are supported. In the case of a』

raw format, the sample-rate is needed. 

• The叫 putmay be a cepstrum, an lpc or a delta-cepstrum file. In case of 

lpc-cepstrum file, lpc and cepstrum may be both saved (as well as for delta-

cepstrum a叫 ysisand cepstrum). 

--oc <cepstrum file> 

--ol <lpc file> 

--od <delta-cepstrum file> 

The output format is either simple (ascii) or headerecl binary (nist). A header 

details the analysis. Here follows an example (in case of an ascii file) for a 

pitch-synchronous cepstrum analysis : 

utterance_id w0001. wav 

sarnple_rate -12000 

window_type hamming 

window_size 20 (in ms) 

pre_emphasis 0.950000 
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data_spacing Pitch_Synchronous 

data_type iterative_cepstrum 

iteration_order 1 

channel_count 16 

sample_count 47 

• 2 other input can be added : 

--m <mark file> : If the pitch~synchronous-marks file (cf above) can be 
found, then the analysis is pitch-synchronous else it will be regular. 

In case of pitch-synchronous analysis, analysis windows are centered on 

the pitch-marks computed previously. The first coef-ficient of the analysis 

will then be the position of the pitch-mark in ms. 

In case of regular analysis, the windows are shifted by a fixed period. 

The first window is centered at instant O (half of it is non-zero). Analysis 

is carried out until the window center cannot be shifted (out of the signal 

file). We thus obtain (signaLsize / winclow_shift + 1) analysis vectors. 
--c <constant file> : This constant file allows the use to define specific 

information concerning the file formats and the analysis details. If such 

a constant file is not defined, then default values are used. Here is the 

list of the possible choices. 

* File Formats : 

vVAVE_TYPE raw or nist (default is raw) 

l¥/IARICTYPE ascii or xmg (default is ascii) 

CEPSTRUM_TYPE : ascii or nist (default is nist) 

LPC_TYPE: ascii or nist (default is nist) 

DELTA_TYPE : ascii or nist (default is nist) 

* A叫 ysisinformation : ANALYSIS: cepstrum, lpc, lpc-cepstrum 

CEPS_ORDER : cepstrum analysis order (default is 12) 

LPC_ORDER : lpc analysis order (default is 16) 

FFT_POWER : used in case of "FFT-Cepstrum" analysis (default 

is 10) 

IMP _CEPS_NB」TER:number of iterations in case of True-Enveloppe 

Analysis (improved iterative cepstrum) (default is 20) 
DELTfLCEPSTRUl¥/I : 0 in case of no delta.-cepstrum analysis or 1 
in the contrary (default = no analysis) 
DELTA_WIND : size of the window used for Delta-Analysis (default 

is 10) 

vVINDOW _TYPE : hamming or rectangular (de:(恥 ltis hamming) 

vVIND0¥1/心URATIONin ms (default is 20 ms) 
WIND0¥1/_SHIFT in ms (used if no pitch-mark file found; default 

is 5 ms) 

PRE_ACCENTUATION (default is 0.95) 

* Others : 
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\~i AVE_SAMPLE_RATE : in case the input signal file is raw, the 

sample-rate is need. Default value is恥 edto 12000 Hz. 

·wAVE」~NCODING : format of a raw input signal file : default is 

"lin16TvISB" format which is SUN format. 

9. 
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