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ABSTRACT 

This report describes a new approach to dynamic speaker adaptation, which relies on 

switching between different methods of adaptation in order to gain maximum performance 

depending on the amount of speech data obtained through the speech recognition session. 

The speech recognition performance of speaker adaptive systems is determined by the 

specific method used for the adaptation as well as by the amount of available training speech 

data. Furthermore, the effectiveness of the adaptation often depends on the speakers. 

We present a two dynamic features to include in the design of speaker-adaptive recognisers 

using Hidden Markov Networks : dynamic method selection and dynamic method adaptation. 

We also present an implementation of the former feature: a system which can switch between 

three different speaker adaptation techniques, namely, vector field smoothing, speaker-tied 

weight training and speaker-free weight training. The methods are selected according to the 

most likely candidate they produce, based on the input speech data. Experimental results 

show that this dynamic system achieved better results compared to conventional recognisers 

which use a single adaptation procedure. 

ATR Interpreting Telephony Research Labs. 

ATR自動翻訳電話研究所
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1 Introduction 

The activities of the Interpreting Telephony Research laboratories at ATR are mainly con-

cerned with the development of a telephone system to automatically translate speech between 

English, German and Japanese (ASURA project). The task can be split into the following 

three main areas of research : speech recognition, linguistic analysis and translation, and 
. . (6] (7] 

speech synthesis. This report looks into the field of speech recognition , more specifically 
[1] 

into that of speaker adaptation of Hidden-Markov Networks 
[2][3] 

1.1 Automatic speech recognition 

In order to perform the task of automatic speech recognition using a computer, it is nec-

essary to first build a model which relates the elementary linguistic units of the speech signal, 

known as the phonemes, to their acoustic manifestation, i.e. the way they are spoken, known 

a.s the phones. There is a wide variation in the acoustic properties of phones, due to fac-

tors such as co-articulation, which is the modification in pronunciation due to the influence of 

neighbouring sounds on the position of the tongue or other articulators, and prosodic features, 

such as stress, tone and timing. 

The acoustic properties of phones also vary from speaker to speaker, due mainly to the 

differences in the mechanical properties of the vocal tracts. 

It is hence difficult to build a general model for speech, which will be equally accurate for 
any speaker. However, this is necessary if one wishes to use computers to recognise human 

speech. One approach is to combine the speech characteristics of many different speakers into 

a single model. This is then called a speaker-independent model. It relies on the fact that it 

will yield a more neutral representation of the speech signal to perform speaker-independent 

speech recognition. However, due to the fact that it is neutral, it is usually unable to model 

the user's specific phones very accurately, especially if they differ strongly from those of the 

speakers originally used to define the model. 

An alternative approach is to ask the user to input a known sequence of phones, before 

he starts using the recogniser. These phones are then used to slightly alter the parameters 

of the recognition model, to adjust it to this specific user's phones. This process is known 
(1](9] 

as speaker-adaptation . Different methods exist to extrapolate new model parameters 

from the input phones, known as the training data. The amount of training data required 

and the increase in recognition gained vis-a-vis the unadapted model depend on the specific 

method used. 

こ

1.2 A new approach 

When implementing a speaker-adaptive recognition system, is it desirable to pick the most 

efficient method of adaptation. The conventional approach is to select one method and impose 

a sufficient amount of training data for this method to yield its best results. However, our 

experiments have shown that the most effective method to use on a given set of training 

data depends on the speaker. This has led us to present a new approach to the design of 

speaker-adaptive recognition systems, which includes different methods of adaptation, which 

are dynamically selected depending on the speaker. 

The model we used was a Hidden lVIarkov Network, which is a doubly stochastic model 
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structurally similar to a Hidden l¥llarkov Nlodel. It is however a more efficient model in terms 
of output distributions. Hidden l¥llarkov Networks are described in (3] and briefly covered in 

the following section on speaker-adaptive recognition systems. vVe considered three adaptation 
[9] [10] methods : speaker-tied mixture weight training , speaker-free mi.xture weight training and 

(11] 
vector field smoothing . These adaptation techniques are described in sections 3 and 4. 

[5] Section 5 describes the advantages of a dynamic speaker-adaptive recognition system and 

outlines two different aspects to consider : dynamic method selection and dynamic method 

adaptation. 

Section 6 presents a system for dynamically sヽ:vitchingbetween the three adaptation tech-

niques, based on the maximum likelihood criterion. The recognition results obtained with 

this system show that it yielded better results than systems which rely on a single adaptation 

technique. 

; 

2 Model used for speaker-adaptive recognition 

This section assumes the reader is familiar with Hidden Markov Models (HMMs), and their 

application to speech recognition. A good analysis of HMMs can be found in [4]. ~ 

The model used was a 12-mixture Hidden Markov Network, which will now be described. 

2.1 Hidden Markov Network 

The general structure of a Hidden Markov Network (HM-Net) is the same as that of ordi-

nary HM Ms. Its main features are the following : 

• it is a doubly stochastic network, the nodes of which are called states and the arcs are 
called transitions 

• each state corresponds to a specific probability distribution function in the acoustic space. 
Acoustic space is defined by the parameters used to represent the speech signal 

• the network contains a single start state and a single finish state 

• transitions between the states are defined using probabilities, which are called the tran-~ 
sition probabilities 

• allophones are represented by paths through the network from the start state to the 
finish state 

• a path may be shared by a cluster of similar allophones 

The last two points cited above are important. In conventional HMMs, allophones are 

modelled separately using a specific sequence of states. The general structure of an HMM 

model for allophones is shown in figure 1. 

A reliable model can be created in this way for each allophone. However, this does not 

take into consideration the fact that some of the states in the model are in fact very close 

in acoustic space, and could be grouped into a single state, which would then be on the 

path of both allophones. If this can be done, the total number of output distributions in the 

model is reduced, although the accuracy is maintained. The model is then more efficient, and 

::. 
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the computational load reduced. This is the underlying principle of HlVI-Nets, whose general 

structure is represented in figure 2. 

•— 
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Figure 1. General structure of a Hidden Markov Model for allophone modelling 

~ 
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Figure 2. General structure of an HlVI-Net for allophone modelling 

In this case allophones are represented by paths through the network, and states can have 
more than one predecessor and successor. However, allophones are still described as sequences 

of states and transitions, governed by probabilities. This means that HlVI-Nets can be treated 
[2] 

in exactly the same manner as conventional HMlVIs , i.e. the same algorithms can be used 

for computing results. We now explain how HM-Nets are derived. 

2.2 Creating a HM-Net 

The main problem : how do we establish which states can be grouped into one ? 

6 



[3] presents an algorithm (Successive State Splitting) for automatic computation of the 

most efficient HM-Net, for a given total n~mber of states. It is briefly summ~rised below : 

Step 1 : an initial single state HNIM is trained using all of the training data. Step 2 to 4 

are then repeated until the model obtains a prescribed number of states. 

Step 2 : the spread of the resulting output distribution is calculated using eq (1) in [:3]. 

Step 3 : the state with the largest distribution spread is then split into two single-Gaussian 

distributions. This can be done in the~ime-domain or in the contextual domain, as 
explained in [3]. 

Step 4 : the newly split state distributions are re-trained to form 2-mixture Gaussian disti-

butions. 

Step 5 : the HM-Net is retrained to change each output probability density distribution to 

any chosen one, in our~ase single Gaussian distributions. 

These steps are represented in figure 3. (3] showed that the resulting HM-Net yielded better 

performance than a HMM model consisting of the same number of states, and is thus a more 

efficient model. This justifies using an HM-Net to model speech in our recognition system. 

The SSS algorithm enables a HM-Net to be derived from training data, which is obtained 

from a single speaker using a large vocabulary. This stage define the internal structure of the 

model, i.e. the states and the transitions which best represent the different allophones for the 

given number of states. However, the model parameters are specific to the speaker used for 

the training, so the resulting model does not cover inter-speaker phonetic variations. We now 
[9] introduce the concept of a speaker-mixture HM-Net , in which the phonetic characteristics 

of several different speakers are used to determine the output distributions of the network. 

＾ 

2.3 Speaker-mixture HM-Nets 

The initial HM-Net is re-trained to the phones of n different speakers using a medium-sized 

vocabulary. A suitable adaptation technique is used in order to reshape the original output~ 
distributions to those corresponding to each speaker. However, the original structure of the 

HM-Net is not modified. The overall procedure for generating speaker-mixture HNI-Nets is 

shown in figure 4. 

We then obtain n HM-Nets, each having identical structures, but different output distri-

butions. These n HM-Nets are called the n mixture components. The output probabilities 

for each states, bi;(y), are calculated by combining the output probabilities of the mixture 

components, 知 (y),according to the following formula : 

N 

妬(y)= I: 知mbijm(Y)
m=l 

with E:=l = 1 and f bijmdy = 1 

The入ijmare the weighted contributions from each mixture component. In the unadapted 

case each speaker-mixture component bears the same weight, so we have for all m: 

l, 
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Repeat until nb of states 

＾ 

＾ 

Figure 3. The Successive State Splitting algorithn1 (SSS) 
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Figure 4. Procedure for generating speaker-mixture HM-Nets 
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where n is the number of mixture components. 

The entire model consisting of the n mixture components and the combination of their~ 
output probabilities is called a n-mixture HM-Net. If the phones of the mixture components 

provide a good coverage of allophonic variation, speaker-mixture HM-Nets form a neutral 

model for speech. Such a model is well suited for use in speaker-adaptive recognisers. 

The following two sections look into two fundamentally different families of adaptation 

techniques which can be used to adapt the speaker-mixture HM-Net to the input speaker's 

phones. 

3 Speaker-mixture weight training 

3.1 General pr1nc1ple 

・Speaker-mixture weight training relies on altering the weighted contribution of the mixture 

components to adapt the model to the user. The mixture components which are close to 

the input speaker are given a stronger weight than those which differ from him. The output 

probability is still computed in the same way, so the model is effectively shifted in acoustic 

，
 



＾ 

＾ 
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Speaker -Mixture 

じ

Speaker-tied Mixture Weight Training 

じ

Speaker Pruning 

Figure 5. General principle of speaker-tied weight training 

space towards the nuxture con1ponents which are the closest to the input speaker. The new 

weights are calculated using the Baum-vVelch algorithm. 

We present two such adaptation techniques : speaker-tied面xtureweight training and 

speaker-free mixture weight training. A detailed description of both of these can be found in 

[9] and [10]. The new weights are calculated using the Baum-vVelch algorithm. 

3.2 Speaker-tied mixture weight training 

In this technique, the adaptation training data is used to determine the mixture components 

which are closest to the current input speaker. The evaluation is carried out globally for the 

vヽholemodel, i.e. a weight is given to each mixture components and apllied to each states. So 

we have the following equation for the weight入ijmfor all i,j (states) : 

入ijm=入m

where ni refers to the mixture components, with I:~ ョ=l. 
The geometric structure of the model in acoustic space is left unchanged, it is n1erely 

translated towards those mixture cornponents which have the strongest weights. Figure .5 
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shows how speaker-tied weight training affects the mixture components of two states i and j 

in the model. 

(3.2.1) Speaker pruning 

An interesting characteristic of this adaptation technique is that it is possible to disc紅 dthe 

mixture components which differ too strongly from the input speaker. Since new weights are 

calculated for all of the mixture components, those which are two far from the input speaker's 

phones will be given a very small weight. Their influence on the output probability is then 

insignificant and it is desirable to eliminate them from the calculation, since this reduces the 

computional load. This process is known as speaker pruning and it is illustrated in figure 5. 

(3.2.2) Data requirements 

In this adaptation procedure, only the weights of the mixture components are altered. In a 

n-mixture HM-Net, there are therefore n free parameters to be derived from the training data. 

So the degrees of freedom for the adaptation are very limited, which means this adaptation 

techniques requires a small amount of training data to be effective. This is the main advantage~ 
of this technique. 

(3.2.3) Increase 1n recogn1t1on 

Precisely because there are few degrees of freedom, the performance of the adapted model 

is limited to how well the linear combination of the血xturecomponents can represent the 

input speaker's phones. The adapted model can be seen as the nearest approximation to the 

speaker phones in the sub-space formed by the set of血xturecomponents. 

As a result of this, the increase in recognition will be large if the input speaker is close to 

the mixture components, and his phones are sufficiently closely covered by them. However, if 

he differs too strongly from each of the components, the adaptation will yield poor results. In 

any case, the limited degrees of freedom means this adaptation procedure cannot reach very 

high recognition rates. 

3.3 Speaker-free mixture weight training 

In this case, weights are calculated for the components at each state accessed by the training 

data. Unbiased weighting is maintained for those states which are not accessed. The adaptation 

is therefore only carried out for the a~cessed states. 
This adaptation procedure is more flexible than speaker-tied mixture weight training, since 

the degrees of freedom are number given by : 

number of accessed states x number of mixture components 

The adapted model is no longer a simple translation in acoustic space. It can be seen as 

a re-sharing the output distr.ibutions between the mixture components at each state of the 

mixture HM-Net. The actual'geometric'shape is therefore altered, and the adaptation is 

more sophisticated and therefore more accurate. 

11 
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(3.3.1) Data requirements 

Since there are more free parameters to set, this method requires more training data before 

it can become effective. This is also due to the fact that the adaptation is only carried out for 

accessed states. This is a drawback. 

(3.3.2) Increase in recogn1t1on 

The accuracy of the adapted model is limited by the ability of the mixture components 

for each state to model the input speaker's phone. This adaptation technique is threrefore 

a superset of speaker-tied mixture weight .training. It can cover more acoustic space and is 

therefore able to approximate the input speaker's phones more accurately. Given sufficient 

training data, it therefore achieves higher recognition rates than the previous method. 

3.4 Note on method combination 

We have seen that the main drawback of speaker-free mixture weight training is that the 

~adaptation is only carried out for the states which are accessed by the training data. Sufficient 
data is needed to access the majority of the states in the HM-N~t before the adaptation 

becomes effective. This was not the case for speaker-tied mixture weight training, in which a 

global weight was estimated ands applied to every state. 

An interesting possibility to consider is the combination of both technique, as follows : 

• derive a global weight for mixture components using the speaker-tied method, apply it 
to all states not accessed by the training data 

• for those states which were accessed, use speaker-free mixture weight training for esti-
mating the speaker's phones 

This adaptation would then combine the finer adaptation of the second technique with the 

rapid adaptation of the first. 

~4 Adaptation using Vector Field Smoothing {VFS) 

Vector field smoothing is an adaptation technique which acts in a totally different manner 

to speaker-mixture weight training. In VFS, new means are calculated for the distribution 
of every speech parameter in the network. This means the adapted HM-Net can assume 

nearly any structure within recognition space. However, it does not alter the shapes of the 

distributions. 

This enables an accurate representation of any speaker's speech to be achieved, quite inde-

pendently of how close the speaker's phones are to the mixture components. High recognition 

rates can therefore be attained. Three steps are carried out : 

n1ean calculation : new means are calculated for the distributions in the states which are 

accessed by the training data. 

n1ean interpolation : news means for the distributions of the states which are not accessed 

are interpolated from the calculated ones. 
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smoothing : interpolated values are constrained within limits to avoid chaotic model defini-

tion when little training data is used. 

The two last steps characterise the VFS adaptation technique. The interpolation is based 

on the assumption that the adaptation process is an isomorphic one, i.e. that the relative 

positions of the states in recognition space are preserved. From the new positions of the 

calculated means, the other means can then be easily interpolated. However, if few states 

are accessed, this interpolation is at a risk of producing worse values than if the states were 

left unadapted. It is indeed possible to decrease the recognition rate if too little data is used. 

The smoothing step prevents this, by introducing a constraint on the permissible values for 

interpolated means. This is controlled by introducing the notion of fuzziness, which is used to 

determine a critical parameter : the smoothing factor. 會

4.1 Fuzziness -the smoothing factor 

The interpolation error is the difference between interpolated mean values and the true 

values for the input speaker. This error is a function of the number of available calculated 

means. The interpolation process is less likely to yield good results if few calculated means 

are used. We regroup the variation in interpolation accuracy under the generic term fuzziness. 

Fuzziness is said to be large when little data is available, and many means values have to be 

interpolated. It is on the contrary low when very few means are interpolated. So fuzziness is 

an expression of the uncertainty of obtaining accurate values in the interpolation process. 

The smoothing factor is an important parameter in VFS. It was introduced to correct the 

interpolation, by assuming that the transfer field from the unadapted model to the adapted 

one is uniform. We use the term uniform to describe a transfer field in which the following 

constraint exists : if two points are neighbours in acoustic space before the transformation, 

then their transformed values cannot differ by more than a given threshold value. This limiting 

value means the overall characteristics of the network are preserved, hence the transfer field is 

not chaotic. This means that interpolated values which would exceed this limit are modified 

('smoothed') to fit the constraint. It is the degree of uniformity of the transfer field which 
is controlled by the smoothing factor. A smoothing factor value of infinity produces a linear 

transfer field, a value of zero places no constraint, and allows chaotic interpolation. 

Fuzziness and smoothing factor are closely related. H the fuzziness is large, we require a 

large value for the smoothing factor. This corresponds to the case when little training data 

is available. As the amount of data increases, the interpolation becomes more reliable, so the 

fuzziness decreases. The value of the smoothing factor should gradually decrease as we increase 

the amount of training data. The current approach is to fix its value heuristically, which limits 

the performance of the adaptation, as will be discussed in the next section. 

5 Dynamic considerations for speaker adaptation 

5.1 Choosing the adaptation technique 

The aim of any adaptation technique is to achieve the highest increase in recognition using 

as little training data as possible. Various techniques have been developed, each relying on its 

own specific procedure to adapt the model to the input speaker's phones. As was described 
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in section 3 and 4, the final increase can be estimated by analysing the underlying principles. 

This way we can predict that in general the final recognition rate will be lowest for speaker-

tied mixture weight training and highest for VFS. vVe can also predict that the forn1er method 

requires less data than the latter. Generally speaking, we know the relative behaviour of 

adaptation techniques. This is illustrated in figure 6. 
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Figure 6. General recognition curves for different adaptation techniques 

， 

Figure 6 shows the expected recognition rates achieved by n methods for different numbers 

of training samples. The methods have been classified according to their ability to adjust the 

model to the input speaker's phones : method 1 puts a strong constraint on the final adapted 

model, method n allows any configuration in acoustic space to be derived from the training 

samples. They are therefore classified in increasing order of free parameters. 

A direct consequence of this is that the expected improvement will be highest for method 

n and lowest for method 1. However, method n is at risk of producing a worse model if to 

little data is used, since more parameters need to be set. From figure 6, we can see that 

there is a trade-off between improvement and minimal data requirement. The best recognition 

performance would be achieved if the method used for the adaptation varied with the amount 

of training data, so that as soon as a more accurate adaptation procedure becomes more 

effective that the current one, this procedure is used. H we simply select the most efficient 

method, the recognition curve would be the one represented by the thick line in figure 6, which 

is clearly an improvement over choosing any one of the methods. 

A far more intricate problem is that of predicting absolute values for final rates and mini-

n1um data requirements. The question we would like to answer is : given the current training 

data, which method would give the highest recognition rate ? 

The obvious solution would be to find out heuristically where the switching points are and 

use it to select the desired method. This is not possible in practice for the following reasons : 

• the efficiency of adaptation techniques varies from speaker to speaker, due to their specific 

phonetic characteristics. Therefore the switching points vary from speaker to speaker. 
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Current Systems Proposed Dynamic System 

Figure 7. Block diagrams of current and dynamic speaker-adaptive systems 、-

• the ni.inimum data requirement varies from speaker to speaker, so fixing its value is not 
an optimal solution. 

Both of these statements are justified by experimental results described later in this report. 

A more interesting approach is to implement more than one technique, in our case three, 

within the same system, and choose the most efficient one based the actual input speaker 

utterance. In other words,、¥.・eextract the information from the speech entered by the current 
user to determine the best method to use. ¥Ve refer to this as dynamic method selection. 

5.2 Setting the parameter values 

Of the three adaptation techniques described previously, only VFS requires a parameter to 

be set : the smoothing factor. This is therefore the subject of the discussion. However, the 

concept presented here could be applied to any technique which relies on a given parameter to 

perform its adaptation. 

Since the smoothing factor is a function of the fuzziness, which is itself determined by the 

training data, by heuristically fixing the value of this factor, we hinder the efficiency of the 

adaptation in the following manner : 

• when too little training data is used, the smoothing factor is too large, thus the interpo-
lation is not sufficiently constrained. The adaptation procedme risks producing a worse 

model than the unadapted one. 

• when a lot of data is used, the constraint is too strong and thus limits the accuracy of 
adapted model 

•一

The solution to this would be to determine Lhe smooLhing factor value directly from the 

input speaker utterance, thus ensuring that the VFS adaptation is carried out under the best 

possible conditions. ¥,Ye refer to this generally as dynamic method adapt.ation. 

l.S 



~ 

＾ 

5.3 DynaID:ic adaptation system 

The previous two points have led us to suggest a new type of speaker-adaptive recognition 

system, enabling the implementation of both dynamic method adaptation and dynamic method 

selection. The block diagram of current adaptation systems is represented in figure 7. The 

system incorporates one adaptation technique and does not make use of the training data to 

determine parameter values. 

The block diagram of the proposed dynamic adaptation system is also represented in figure 

7. In this c邸 e,the adaptation process is more complex. The system consists of two modules : 

the model adaptation module and the performance evaluation module. The former uses any of 

the techniques to produce an adapted model to the current input speaker. The quality of this 

model is evaluated using the available training data. The results of this evaluation are used to 

control the adaptation module. There is therefore a feedback loop between the modules, and 

once the most suitable method/parameter value has been determined, the adapted model is 

output. 

The key points to bear in mind while attempting to implement such a system are: 

• _the system should use the speaker data to evaluate the model 

• the system also uses the same data for the adaptation, so we are in a closed data config-
uration 

• our analysis assumes supervised training 

In the next section we analyse more closely the implementation of dynamic method selec-
tion. The dynamic method adaptation is not discussed a.ny further. 

6 The proposed system for dynamic method selection 

6.1 Hypothesis : one method for a given region 

Dynamic method selection is only justified if each the adaptation techniques used is likely 

to be the best suited for different amounts of training data or different speakers. That is to 

say, there is clearly no point in including techniques in the system which always yield worse 

results than another one. One approach to ensure this is not the case is to use techniques 

which can be classified as subsets and supersets of each other, i.e. that they differ only by 

the constraints placed on the adaptation procedure. In our case, speaker-tied mixture weight 

training is clearly a subset of speaker-free mixture weight training. Although the underlying 

principle behind VFS is fundamentally different from that of mixture weight training, we can 

consider mixture weighting as a special kind of smoothing function, in which case VFS can be 

treated as a superset of speaker-free mixture weight training. 

Based on these considerations, we can expect the speaker-tied method to be initially the 

most effective, then speaker-free one and finally VFS. 

6.2 Region definition : switching between methods 

The efficiency of any of the adaptation techniques is strongly dependant on the speaker's 

phonetic characteristics. This is clearly the case for mixture weight adaptation techniques, 

16 



depending on how close the speaker's phone are to the mixture components'ones. This is 

illustrated in figures 8 and 9, \~hich show the recognition performance of the three adaptation 
techniques for two different male speakers. As can be seen, the efficiency of the methods is 

fundamentally different. 

Because of this, it is impossible to determine in advance the regions within which a given 

method is most effective. It depends on the input speaker, and hence must be determined 
dynamically for each speaker. 

Since the efficiency of the adaptation is related to the phonetic characteristics of the speaker, 

it seems normal to derive the best method by examining the phonetic properties of the training 

data. To assess the quality of an adapted model, we need measure how close it is to the original 

input speaker's phones. H we can do this, then we simply select the adaptation procedure which 

yields the closest model to the speaker's phones. 

However, the following two problems have to be solved : 

Problem 1 : in order to measure how close two models are, we need to define a distance in 

acoustic space 

Problem 2 : we do not have a model of the input speaker's phones, so we must estimate one 

from the available speech data 

Both of these problems and the proposed solutions are now discussed. 

6.3 Suggested procedure for evaluating the performance 

The quality of an adaptation procedure is determined by the accuracy of the new values 

which are computed for the speech parameters of the states in the network. These values are 

extrapolated from the values for the states which were accessed by the training data. In order 

to assess their accuracy, we have no other means than to test the performance of the model 

when recognising speech data from the speaker. To do this, we need to have a priori knowledge 

of that data, i.e. carry out supervised testing. 

We are however in a closed data configuration, i.e. the only data available is the training 

data, which does not cover all states. The testing also has to be carried out using a different 

set of data, if it is to be an effective representation of performance. Although this could 

be simulated by splitting the training data recursively into two sets, one which is used for 

the training and the other for the testing, we suggest a different solution to the problem of 

estimating the speaker's phones, which uses the log-likelihood of first candidates produced by 

all three model as a measure of accuracy, and therefore as the selection criterion. Before we 

describe the system, we justify the use of log-likelihood to measure accuracy. 

(6.3.1) Log-likelihood 

During the recognition process, the particular phoneme/word/phrase which is chosen as 

valid is the one which yield the highest probability. This is the fundamental principle of Hidden 

Nlarkov Models/Nets. Now the total probability Ptot is simply computed as the product of the 

紅ansitionprobabilities a伍 andstate output probabilities氏onthe path in the HM-Net: 

path 

Ptot = IT Oi, 洪
i 
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Comparison of recognition performance for speaker MSH 
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The adaptation procedure only affects state output distribution, and ouput probability is 

given by the standard equation for multi-dimensional Gaussian probability density functions. 

However, it is common to take the logarithm of this equation for computation of probability. 

This value is called the log-likelihood and is given by the following equation : 

1 
L(y, µij図）＝―-nlog(21r) 一 ~logj:Eij I -~(y -μij)宵 (y-μij) 

2 2 2 

where the symbols have their usual meaning. 
(8) 

The third term is proportional to the Mahalanobis distance , which is a measure of distance 

between multi-variate distribution functions. The first two terms are comparable for our three 

adaptation procedure, so the log-likelihood is a measure of the distance in・acoustic space 

between the speaker's input phones and the closest candidate using a specific adapted model. 

Since this value is independent of the .adaptation procedure, it can be used to compare the 

proximity of a model to the input phones. We assume that a'good'adapted model will result 

in states closer to the phones than a'bad'one, so that the first candidate from the model 

which has the highest likelihood has the highest probability of being correct, and is selected. ~、
It should be noted that the log-likelihood is a common factor used to determine the best 

candidate for recognition. We are simply extending this notion to compare candidate from 

different adapted models, because the computed likelihood values are comparable in absolute 

value. 

(6.3.2) Selection procedure 

The selection procedure itself is dynamic: every time the speaker enters a word/phrase, all 

three models are used to compute first candidates. The most likely candidate is then chosen. 

So the system does not select one method to use for the given speaker and training samples, 

but continuously assesses the different models and picks one for each input phrase. 

6.4 D ynam1c speaker-adaptive recogniser 

The recognition is carried out in two separate stages, which are represented in figures 10 ,-,、
and 11 : 

First stage : training the training data for the current speaker is used to computed three 

adapted models, one for each adaptation technique. 

Second stage : recognition every time the speaker enters some speech, it is analysed by 

each of the three models. Eacl1 model computes a'best candidate'. The'best candidate' 

with the greatest likelihood is chosen as correct. 
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{ Training Data j 

Figtrre 10. The first stage : obtaining the adapted models 

~ 

..... 

Figure 11. The second stage : speech recognition 

f'i 6.5 Experimental results 

We now describe the experimental results we obtained using for this dynamic recognition 

system. 

(6.5.1) Experin1ental condition 

The following table summarises the speech analysis conditions. 

Analysis Conditions 
Sampling frequency: 12 kHz 

Hamming window: 20 ms 

Pre-emphasis: 0.98 

Analysis period: 5 ms 

16th-LPG cepstrum + log power + 
16th—• cepstrum十△log power 
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The following experimental setup was used : 

1nodel used : mixture HM-Net, 200 states, with a maximum of four states per allophone 

mixture components : 12 male professionnal speakers 

training data (original SSS): 216 words x 12 males 

training data (adaptation): Japanese bunsetsu, (SBl phrase set of ATR database) 

adaptation : three types: VFS, speaker-tied and speaker free 

testing data : Japanese bunsetsu (SB3 phrase set of ATR database) 

Parser used : SSS-LR parser, ATR Interpreting Telephony 

(6.5.2) Results for speaker MSH 

The recognition results for speaker MSH are shown in figure 12. 

As appe~rs clearly on figure 12, the overall performance of the dynamic system is better 
than any other technique on its own. In fact, for all sample numbers except 20, it achieved the 

optimal recognition performance for these three techniques. The final rate achieved is higher 

than that of VFS. This is simply explained by the fact that the some of the errors of VFS are 

correctly deciphered by one of the other two techniques. If the system then chooses the output 

from one of these two, the recognition is higher than that of VFS. 
＾ 
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The precise selection procedure was further investigated, and is represented in the following 

table. 

Nb of samples 5 10 20 30 50 

Speaker-tied 94.6% 86.3% 75.2% 68.7% 47.1% 

Speaker-free 4.7% 11.2% 22.3% 24.5% 33.8% 

VFS 0.7% 2.5% 2.5% 6.8% 19.1% 

As can be seen, speaker-tied is less and less selected, whereas VFS is increasingly selected. 

The reader should not be surprised that VFS is not the method the most selected for 50 

samples, although the recognition rate is higher that VFS. This simply means that the other 

two methods are selected when they produce correct results. 

(6.5.3) 

， 
Results for speaker MTM  

The recognition result~for speaker MTM are shown in figure 13. 
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Figure 13. 

samples 

Phrase recognition results for speaker MTM, for different numbers of training 

Figure 13 shows that the performance was consistenly lower than that of VFS. However, 

it was much better than both other methods. Although there is some loss compared to using 

VFS for this speaker, the overall performance of the system for lVISH and iVITNI is better than 
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if only VFS had considered. The system has detected the difference in efficiency for the three 

adaptation techniques between speaker MT]Vl and l¥lISH, which is the desired goal. 

This was confirmed by the selection evolution described in the table below : 

Nb of samples 5 10 20 30 50 

Speaker-tied 21.22% 32.37% 1.44% 0.36% 0.00% 

Speaker-free 38.84% 20.50% 29.50% 24.55% 20.58% 

VFS 39.94% 47.13% 69.06% 75.09% 79.42% 

It is important to note that for 50 samples, the system no longer selects speaker-tied weight 

training, which, as can be seen on figure 13, is not effective for this speaker. 

(6.5.4) Results for speaker MMY 

Recognition results were obtained for a third speaker : speaker MMY and are shown in 

figure 14. 

＾ Comparison of recognition performance for speaker MMY 
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Figure 14. Phrase recognition results for speaker Ml¥lIY, for different numbers of training 

samples 

Figure 14 shows that none of the three adaptation techniques were particularly effective, 

due probably to the high recognition rate achieved for the unadapted model. However, once 

again the dynamic system was optimal, and achieved better results than implementing a single 

technique. 
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7 C onclus1on and further study 

This report has presented a new approach to the design of speaker-adaptive recognition 

systems. It introduces the concept of dynamic speaker-adaptation, where the system uses 

the input data from the speaker to determine which adaption to use. There are two ways of 

doing this : dynamic method selection and dynamic method adaptation. In the former, we 

include different adaption techniques in the design of the recogniser, and us~the input speech 
to saelect the m_ost effective method. In the latter, we modify the way a particular adaptation 

technique is carries out, depending on the input speech data. 

We presented a system which automatically switches between three adaptation techniques. 

The structure of this system is parallel, so in this respect, any number of different adaptation 

techniques could be implemented and available for selection. This could be an initial solution 

to dynamic method adaptation, where we could implement many different variant of the same 

techniques, simply altering the value of their parameters (e.g. the smoothing factor value). 

The system could then select the most effi.ctive one. . 

The parallel structure also enables the system to be upgraded at a later stage, and enables 

＾ヽ thesystem to perform at the same speed as classical ones, since we can run the different 

recognition processes in parallel. 

The results obtained for three speakers showed the system was able to distinguish the dif-

ferences in the effectiveness of the adaptation techniques for ddifferent speakers. The speaker-

adaptive system we suggested was therefore better suited for speaker-independent applications. 

In all three cases we avoided the undesirable decrease in recognition which can occur if too 

little data is used for the training. 

The research presented in this report is by no means finished. There are many ways 

we can think of putting dynamic features to use to increase the recognition performance of 

speaker-adaptive recognisers. The criterion for selection which was used was the log-likelihood. 

Future research should look into finding an optimal measure for the effectiveness of adaptation 

procedures. 

The dynamic method adaptation has only been presented in this report. It should prove to 

be a very powerful adaptation technique if it can be successfully implemented. The performance 

~evaluation part in dynamic speaker-adaptive recognisers could perhaps be implem~nted using 
neural networks. 

Including dynamic features in the design of speaker-adaptive recognition system could 

provide a solution to inter-speaker variations in the recognition performance of such systems. 
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Aim of the study 
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To present a new approach for the design of speaker-adaptive recognition 

systems 

” 
•Why? 

•How? 

⇒ to gain maximum performance from the training data 
obtained during the speech recognition session 

⇒ by combining the use of different adaptation techniques 
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Common goal : improve the recognition by adapting the model to the 
speaker's voice 

Different adaptation t~chniq_ues exist, which can be distinguished by : 

• minimal data requirements 
• expected i1'.lcrease in recognition (efficiency) 

w 
In general : high increase in recognition⇒ large amount of data required 

I Problems! 

• minimal data requirement varies from speaker to speaker 
• efficiency varies from speaker to speaker 
• minimal data requirement not respectedへ worserecognition 

＝⇒ the'best'adaptation technique to use depends on the speaker and the training data 
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Proposed Solution 
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→ Design a recognition system which includes : 

• different adaptation techniques 
• a control procedure to evaluate the effectiveness of the 
adaptation 

• a feedback loop to pick a technique 

→ Obtain an ad.apted model using each of the adaptation techniques 

→ com:pare the adapted models produced 

→ Choose the most effective model 

I Principle I 

The recognition system always uses the most effective adaptation procedure 

⇒ maximum performance is achieved 
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Hidden Markov Network 
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Equivalent performance to !mixture Gaussian density HMMs but for a . 
・.  lower number of output probabilities 

⇒ jefflcient representation of phoneme context-independent HMMs! 

い`し・

゜ S血

Figure 1: General structure of a HM-net 

F血sh

• network of st~tes 
• equivalent structure to common HMMs 
• allophones are represented by paths through the states 
• a path can be shared by a cluster of allophones 
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Model used for speech 
ヽ

ノ

Problem : how do we_ obtain a neutral HM-Net model_ for speech ? 

Solution : we use the combined characteristics of different speakers to produce 

a general model for allophones→ speaker mixture HM-Net 

--.l !Obtaining a speaker mixture Hlv;[-Netj 

• train an~M-net to one speaker using a large vocabular.y 

• adapt this HM-net to n different speakers⇒ n mixture components 

• use the combined properties of~hese mixture components to define 
the state distributions 

mix-mod.t紐
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Figure 1: Speaker-mixture HM-Net 
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Optimal solution : 
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mixture weight training =⇒ the contribution from each mixture component is 
weighted acc~rding to the training data values 

!Speaker-tied mixture weight training! 

1
1
 

• a global weight is given to each mixture component 

→ nb. of free parameters = nb. of mixture components 

・!Speaker-free mixture weight trainingj 

• weights are calculated for the mixture components at each state of the 
HM.;.Net 

→ nb. of free parameters = nb. of mixture components 
・x nb. of states in HM-Net 
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!Three Steps! 

• mean calculation for the states accessed by the training data 
• interpolation of the means for the other states 
• smoothing : constraint on interpolated values 

→ nb. of free parameters~nb. of mixture components 
x nb. of states in HM-Net 
x nb. of speech parameters 

jSmoothing Factor! 

• a param砒erto control the extent of the smoothing 

→ large value⇒ big constraint on interpolation 

Problem : how do we set the value of the smo.othing factor ? 
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From what preceeds : 

jNumber of free parametersj 

STWT < SFWT < VFS 
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!Constraint on adapted model! 

STWT > SFWT > VFS 

I Classification I 

STWTc SFWT c VFS 

＝⇒ these three methods form a suitable set for dynamic switching 

Comparison. tex 
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Designing the evaluation procedure 

Goal : to automatically evaluate the effectiveness of the different 

adaptation procedures and select the most effective one. 

!Points to consider! 

1

4

 • system must use closed data (same data for training and evaluation) 

• available inputs are the training data, the unadapted model and 
each of the. adapted ones 

• output is the mos~effective adapted model 

• the most effective method depends both on the speaker and the 
amount of training data used 

test-choice.tex Edward Willems. ATR Jnte 
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Suggested approach 
ヽ

ノ

Hypothesis : the most effective method is the one which produces the model 

which is the'closest'in recognition space to the speaker's phones 

⇒ use this as the selection criterion 

1

5

 

!Problems I 

•'closest' • we must define a distance in recognition space 
⇒ use log-likelihood 

• we do not have a model of the speaker's phones→ closed data 
condition 

⇒ use direct likelihood measurements on input data 

⇒ we select the most likely first candidate for each input sentence 

Edward Willems, ATR Inte 
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Log-likelihood 
ヽ

ノ

I Definition I 

1 1 1 
L(y, 佑j,恥）＝―-nlog(21r)--log l:Eijl --(y -μij)t:E計(y-叫

2 2 2 

1

6

 IJ ustificationl 

• third term is proportio:dal to the Mahanalobis distance 
⇒ log-likelihood is a measure of similarity between distributions 

• first two terms .are similar for all three adaptation techniques 
⇒ log-likelihood can be used to compare performance of techniques 

lost-like.t.ex Edward Willems, ATR lnte 
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Proposed System -First -stage : adaptation 

f Training Data J 
1
7
 

reco-sys.tex 
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Proposed System -Second stage : recognition 

First candidate 

phrase input 
by speaker 

1

8

 

First candidate 

First candidate 

Select the most likely 1•~ 
first candidate 

reco-sys.tex Ed田ardWillems, ATR Inte 
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ATR[ 
Experimental Conditions 

ヽ

ノ

Analysis Conditions 
Sampling frequency: 12 kHz 

Hamming window: 20 ms 

Pre-emphasis: 0.98 

Analysis period: 5 ms 

16th-LPC cepstrum + log power・+ 

16th心 cepstrum十△log power 

1
9
 

• model used: mixture HM-Net, consisting of 200 states, with a 
;ma~imum of four states per allophone 

• mixture components : 12 male professionnal speakers 

• training data : original SSS→ 216 words x 12 males 
adaptation→ Japanese bunsetsu (SBl of ATR database 

• adaptation : three types: VFS, speaker-tied and speaker free 

• testing data : Japanese bunsetsu (SB3 of ATR. database) 

exp-cond.tex Edward Willems, ATR /nterr,reting Telep/iony Researc/1 Laboratories 
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Dynamic adaplation 
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5 phrases 30 phrases 

speaker-lied: 94.6% 

VFS: 0.7% 

Speaker-free: 4.7% 

iゞ． i O phrases 

Speaker•tied : 86.3% 

Se.lected i:,iethods 

for Speaker MSH 

20 phrases 

Speaker-tied: 75.2% 

VFS: 2.5% 

VFS: 2.5% 

Speaker-free: 22.3% 

Speaker-tied: 60.7% 

VFS: 6.0% 

50 phrases 

Speaker-tied: 47.1% 

Speaker-free: 33,8% 
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Selected methods 
for Speaker MTM 
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A丁Rr~ Conclusion and Further Study 
＼

ノ

• we presented a dynamic approach to the design of speaker-adaptive 
recognition systems 

→ experiments shovved it achieved higher recognition rates 

2

5

 
!Further Study! 

• dynamic method adaptation 

• extend to unsupervised systems 

cond.tex. 


	292_ccont
	cont_01
	cont_02

	0292cv



