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In recent years international communication has been increasing all over the
world, and we have a lot of opportunitie_s to communicate with fOr'eignyers
using other languages. Under this situation, we have to make an effort to
communicate in other languages, sometimes making mistakes in understand-
ing or, if we don’t know the language, not understanding anything at all. A
system developed to overcome such a language barrier by making use of the
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Abstract

- The goal of cross-language voice conversion is to preserve the speech
characteristics of one speaker when that speaker’s speech is translated

and used to synthesize speech in another language. Concerning this

goal, we investigate two issues in this paper. The first is confirming the -
spectrum difference between English and Japanese. The experimen-

~ tal results using a bilingual speaker’s speech data are the following:

(1)Inter-language(between English and Japanese) difference is smaller

* than inter-speaker differences, and (2)Judging from listening tests, the
“difference between English and Japanese is very small. The second is-

sue is a model for a cross-language voice conversion. In our approach,
voice conversion is considered a mapping problem between two speak-
ers’ spectrum spaces. From this point of view, we propose a voice:
conversion model and measures for the model. The converted speech =

{rom male to female is as understandable as the unconverted speech,

and moreover it is recognized as a female’s voice.

Introduction

latest information processing technology would be very useful.




One of these systems guided by the motivation above is an automatic tele-
phone interpretation system: i.e, a facility which enables a person speaking
in one language to communicate readily by telephone with someone speak-
ing another language[l]. A block diagram of the system is shown in Fig.1.
The system consists of three constituent technologies: speech recognition,
machine translation and speech synthesis. When a person speaks Japanese
at one end of a telephone line, for example, the speech recognition subsys-
tem recognizes his/her speech, the translation subsystem translates Japanese
spoken dialogue into English, the speech synthesis subsystem synthesizes En-
glish speech, and then a listener hears English at the other end of the line.

To develop an interpreting telephone, there are many issues to be solved
in each siibsystem. The theme which is investigated in this paper is speech
individuality control. By individuality control, we mean the generation of in-
teligible speech while mamtammg the personel characteristics of the original
speaker. In daily communication we have much experience with speech indi-
viduality. When we converse by telephone, for example, speech individuality
makes it possible for us to identify who is talking over the telephone. In the
case of an interpreting telephone, as shown in Fig.1, the output speech is not
uttered by the speaker but synthesized speech. That means it is necessary
to give speech individuality to the synthesized speech, and moreover speech
individuality should be given to speech uttered in a diflerent language from
the language that the speaker speaks. Therefore the ultimate goal of the
speech individuality control is to convert speech quality from one speaker
who speaks a language to another speaker who speaks another language. We
call it cross-language voice conversion. |

The cross-language voice conversion problem is separated into two sub-
jects; one is how to control speech individuality, the other is how to solve
the problems in cross language synthesis. In this paper the subJects are re-
ported as follows In section 2, in terms of speech individuality control a
voice conversion method based on vector quantization is described. In section
3, in terms of the cross language problem, the spectrum difference between
Japanese and Enghsh is investigated. .In section 4, integrating the result of
section 2 and 3, a Cross- language voice conversion model and measures for



the model are proposed. -

2 V01ce convers1on through vector quantlza-
tion ‘

2.1 Basic idea

There are two aspects of spesch spectrium characteristics; one is static (frame-
wise) characteristics and the other is dynamic characteristics. ‘At this stage,
we are concerned with how to control the first one. According to previous
studies, the static spectrum characteristics that contribute to speech individ-
uality are formant frequencies, formant bandwidths, spectral tilt; and glottal
waveforms|2,3]. Because speech individuality is determined by all of these pa-
rameters, it is dlﬂicult to control v01ce quahty by modlfymg each parameter
mdependently ‘ S ‘

On the other hand, codebooks used in vector quantization represent spec-
trum characteristics that all of these parameters contain. Therefore, it is
possible for code vectors in codebooks. to represent speech individuality, A
conversion of the static spectrum characteristic of one speaker to that of an-
other is reduced to-the mapping problem for the two speakers’ codebooks. We
have already proposed a voice conversion method based on the idea, and con-
firmed good. performance of voice conversion between Japanese speakers(4].
The algorithm is explained briefly in the following section..

2.2 The algorithm to generate mapping codebook "
In the voice conversion method, a mapping function between the vector sparce
of two speakers is represented by a ”mapping codebook.” The block diagram

in Fig.2 illustrates how a mapping codebook is generated usmg trammg data.
The training is performed as follows:

1. Two speakers, A and B, pronounce a learnirlg word set. Then all words
are vector-quantized frame by frame.




2 The correspondence between vectors of the same words from the two
speakers is determined using Dynamic Time Warping(DTW). This is
» _done for all the tralnlng word set.

3. The vector correspondences between two speakers are accumulated as
lnstograrns

4. Using each histogram as a weighting function, the mapping codebook
. is defined as a linear combination of speaker B’s vectors.

5 Step 2,3 and 4 are repeated to reﬁne the mappmg codebook.

* The codebooks are generated by the LBG algorlthm[S] AnalySJS condi-
tions are shown in Table 1..

3 Japanese spectrum space vs. English spec-
trum space

Let’s suppose that there is a person who can only speak Japanese and has
no knowledge of English, and we have a lot of speech uttered by him. Then
using the speech signal, is it possible to produce English which sounds like
his speech? If English- speech were comnstructed from the same spectral pool
as Japanese, it should be possible to find the proper spectra and rearrange
them for English. If not, it is necessary to generate or estimate certain
spectra of English which do not exist in Japanese. If so, which spectra are
they? When the voice conversion method explained in section 2 is applied
to cross-language voice conversion, it is necessary to address these questions.
This is the topic of this section.

3.1 How ylairg'e is the spectrum difference betweeh_
Japanese and English?

3 1. 1 Experlmental method

To investigate the spectrum dlﬂerence between Japanese and Enghsh we use
vector quantization, because the experimental results are easily applied to
voice conversion based on vector quantization. As analysis data, we collected
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speech uttered by a bilingual speaker. Using these data makes it possible to
eliminate the speaker individuality factor, and study only language differ-
ences. The bilingual speaker was born in Japan, lived in Switzerland from
age 2 to 4, and after that was brought up in Japan. His mother is Japanese
and his father is German. He went to international school in Tokyo where all
lessons were held in English. According to native speaker’ judgments, his En-
glish and Japanese pronunciation is as good as native speakers’. He uttered.
216 Japancse words and 328 English words. The English words are shown in
Appendix A. Both word sets were selected to be phonetlcally balanced.

A way to know how large the relative spectrum difference is between
different languages is to compare the spectrum difference between speakers -
of the same. language. Moreover it is easy to understand, because there are
many-studies on inter-speaker difference. Therefore, we also collected speech
data uttered by three Japanese male speakers and three Japanese female
speakers.- Then seven codebooks were genera(,ed by the LBG algorithm for
the following data sets. : S

(l)Enghsh and Japanese words uttered by the bilingual speaker
(2)English words uttered by the bilingual speaker '

~ (3)Japanese words uttered by the bilingual speaker -
~(4)Japanese words uttered by one male and one female- speaker
(5)Japanese words uttered by two male speakers :
(6)Japanese words uttered by two female speakers

)J apanese words uttered by one male speaker

After vector quantizing each utterance, an occurrence number of each
codeword: in the following category palrs was counted up;

:.(A)Enghsh VS. Japanese

. (B)male speaker .vs. female speaker

(C)male speakerl vs. male speaker2 - : : -
(D)word setl vs. word set2 (setl and set2 uttered by the same speaker)

To measure the distribution distance between the above categories, Kull-
back’s divergence was calculated. Kullback’s divergence is defined as follows;



D= YlP(aken) - Placker) log ﬁ-ﬁ%

" Here,
“wy:category 1
- wyicategory 2 :
P{a;|w;):posteriori probability of the codeword a; in category w;.

3.1.2 Experimental results and discussion

Fig.3 shows spectrum distortion of-(1),(2),(3) and (7) in 3.1.1 according to
codebooksize. Because the spectrum distortion in (2) and (3) is almost the
same,*it says that the size of Japanese and English spectra is almost the
same. On the other hand, the distortion of (1) in an 8-bit codebook is as
much as the distortion of the others in 7-bit codebooks. That means that the
size of the spectrum space is doubled when Japanese and English are mixed.

Fig.4 shows spectrum distortion of (1),(4),(5) and .(7) in 3.1.1 according
to codebook size. The distortion in (1) is smaller than the distortion in (4)
and (5). Therefore, when Japanese and English are mixed, the size of the
spectrum space is not so large as the spectrum space size of two speakers.

Table 2 shows Kullback’s divergence for each category pair. Kullback’s
divergence indicates the overall distance between two distributions. There-
fore, the larger the value is, the better two categories are separated. Table
2 shows that the data uttered by the male speaker and the female speaker
are well separated, and that data uttered by the same speaker can hardly
be separated. Judging from the value of the English-Japanese pair, the two
categories show overlap more than separation. To show the fact visually,
scatter plots are shown in Figs. 5,6,7,8. Points in the figures show codeword
vectors, and they are plotted according to the occurrence number in each
category..

~To summarize the results, in terms of the Japanese and English spectruﬁl
space, the size is smaller than a two-speaker spectrum space, and its dis-
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tribution is closer than that of a two-speaker spectrum space. Fig.9 shows
an outline of the summary. The distance between peaks in the upper fig-
ure shows the distribution dlstance total area-of the lower figure shows the

distortion.

3.2 Which spectra are unique to English?

The results in 3.1 indicate that some spectra only exist in English. In th]s
section, it is.shown which phonemes contain such spectra.

3.2.1 Experimental method

The alignment of a phonetic transcription for English uttered by the bilingual
speaker is performed by CASPAR, an automatic alignment system devel-
oped at MIT[6]. Some errors are corrected by hand. After that, occurrence
numbers of each phonetic segment are counted up for each codeword of the
codebook generated from utterrances spoken by the bilingual English and
Japanese speaker.

3.2.2 Experimental results and discussion

The spectrum characteristics of codewords which frequently occurred in En-
glish but not so often in Japanese are summarized as follows. Figures referred

to in each description show an LPC spectrum envelope and a histogram.

The histogram shows the occurrence percentage of a transcribed segment in

a codeword. As a reference, the F1-F2 relationship for vowels in English and

Japanese is shown in Fig.10[7, 8].

1. Vowels /a/, /3/, /a/. F1 and F2 is very close. This formant structure
is never found in codewords which frequently occurred in Japanese.

(Fig. 11)

2. Vowel /&/. This is the typical formant structure of /®/. As shown in

Fig.10. Japanese has no vowel of this formant structure. (Fig.12)

3. Consonants /s/, /j/,/¢/. These are voiceless consonant but formant
_structure is very clear in spectrum envelope. Voiceless consonant code-




words which frequently occurred in Japanese do not have such a clear
formant structure. (Fig.13)

4. Consonants /f/, /t/. These are voiceless consonants but formant struc-
ture is very clear.(Fig.14)

5. Liquid /r/. F2 and F3 are very close. This is the typical /r/ in En-
glish.(Fig.15)

6. Vowel /1/. This is the typical formant structure of /1/. Japanese has
no vowel with this formant structure. (Fig.16)

3.3 How does the difference sound?

The results in 3.1 and 3.2 show that there is a spectral diflerence between
Japanese and English and the difference is observed in particular phonemes.
In this section we examine the differences between English and Japanese
using a perceptional experiment.

3.3.1 Experimental method

The English speech uttered by the bilingual speaker is synthesized in the fol-
lowing two ways. One synthesized speech is coded by English, then decoded
by English(CEDE), and the other is coded by Japanese, then decoded by
Japanese(CJDJ ). Twenty eight word sets which contain’ all phonemes more
than once are synthesized using the extracted pitch frequency and speech
power. The CEDE and CJDJ pair of the synthesized words are presented to
8 listeners(4 male, 4 female) using a headphone and they are asked to judge
as follows:

" Is there a difference between the pairs? (1)If no, go to next word. (2)If
yes, indicate the better one and give a reason for the choice.

3.3.2 - Experimental results and disccusion

Table 3 shows the percentage of times that the distinction between the two
words was judged correctly, incorrectly or the two words were judged indis-
tinguishably. Here, we use the term ”correct” when CEDE is judged better



than CJDJ. The answers mostly depend on words. Some words have a ten-
dency to be judged indistinguishable, some words are judged correctly half
the time, some words are usually judged correctly. In Table 4, the words
used in the experiment are classified into the three categories. The fact
that half of the words are judged indistinguishable is reasonable according
to the results in 3.1. The phonemes that are judged better sounding are
J&/,/3],/¢/./5/,/n/,/t/. The results agree with the results in 3.2. However
none ‘of the words are judged perfectly as the same category. That means
that the dlfference between CEDE and CJDJ is very small.

4 Cross-language voice conversion

4.1 'Crosééléng'uage voice conversion model
The voice conversion method explamed in section 2 needs trammg speech
data uttered by two speakers to generate the mapping codebook. As men-
tioned i m section 3, 3, the speech coded by a Japanese codebook sounds almost
the same as the speech coded by an Enghsh codebook. Therefore in terms of
the training speech data, the first hypothesis we have in the cross- language

voice conversion is that the spectrum correspondence between Japanese and.
Enghsh should be found if both speech sounds are the same.

Moreover we have the other hypothe515 that synthe51zed speech by En-
glish synthesis-by-rule systems preserves spectrum characteristics of English
even if the input string or duration is modified a little, because in the case
of interpreting telephone, as mentioned in the introduction, we would like
to preserve a speaker’s individual characteristics in the synthesized speech.
Following from these two hypotheses, Japanese words are synthesized using
MITalk system[9] as the training data. The block diagram of the cross-
language voice conversion system is shown in Fig.17. '

4.2 Prelimihary experiment

Two kinds of synthesis-by-rule systems(MITalk-E, MITalk-Ed) were used.
MITalk-E synthesizes speech using a spelling which makes synthesized speech
sound like Japanese. In addition to MITalk-E, MITalk-Ed synthesizes speech




using phoneme durations extracted {rom Japanese speaker’s utterances. One
hundred words were uttered by six Japanese speakers(three male and three
female) and synthesized by MITalk-E and MITalk-Ed. The mapping code-
books are generated for all speaker pairs by the algorithm explained in section
2. | o ,

_The results were very impressive. The converted speech was as under-
standable as the MITalk speech. And also in the case of the conversion
between male and {emale speech, the converted speech was recognized as
female speech. But the performance of cross-language voice conversion was
subjectively judged to be slightly worse than voice conversion from Japanese.

4.3 Measures for cross-language voice conversmn model

The result in sectlon 4 2 shows that cross-language voice conversion is more
dlfﬁcult than voice conversion within the same language. To improve the
cross language voice conversion, the distortion measure is not enough. In
this section, some measurement criteria for cross- language voice conversmn
are 1nvest1gated

4.3.1 vl\'/:Iut'ual”information

Voice conversion through vector quantization is considered as an information
channel as shown in Fig.18. An input alphabet A = {a;}, i=1,2,...,r are the
codewords of speaker A, and output alphabet B = {b;}, j=1,2,...,;r are the
codewords of speaker B. Because the speakers’ spectrum spaces are different
from each’other, a codeword of speaker A doesn’t always have a one-to-one
correspondence with a particular codeword of speaker B. This uncertainty is
measured by mutual information I(A; B). '

I(A;B) = H(A) — H(A|B)

Here,

r

, H(A) = ZP(a‘i)']ogP(lai)

i=1

10



T 1 |
1(A|B) P(b P(a;lb;)log —————
I Z _;_Zl ] J) P(ailbj)
\ P(a;):pl'obabil{ty of codeword a; of speaker A

" P(a;|b;):posteriori probability of the input symbol q;

432 _ Entropy of Speaker Markov model

Mutual information can only deal with static characteristics of speakers. To
make use of the dynamic characteristics, a speaker Markov model is used.
The speaker Markov model is shown in Fig.19[10]. The states of this model
are the codewords of the target speaker. Transitions are possible from each
state to every other state. The output is a codeword of the original speaker.
Dynamic characteristics are measured by the entropy of the Speaker Markov
model which is calculated as follows;

1(SM) = ZP VH(Alb;)

.
H(Alb;) = 3 Plailb;) log
() = L eblos

=1 .

Z P(tx) atlth)

P(b;):probability of codeword b; of speaker B.

P(a;|b;):a posteriori probability of the output symbol a;
- P(t;;):transition probability from b; to b

P(a,ltjk) probability of a; when tranSJLmn is from b; to by

4.3.3 Experimental results and discussion

Both measures are calculated for all data in 4.2. Fig.20 shows mutual in-
formation and Fig.21 shows entropy of speaker model for each speaker pair,
i.e., Japanese vs. Japanese(J-J), Japanese vs. MITalk-E(J-E), Japanese vs.
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MITalk-Ed(J-Ed), MITalk-E vs. MITalk-Ed(E-Ed). Moreover, in these fig-
ures, the values for the above four combinations are separately shown for the

male-male pair and male-female pair.

As discussed in 3, the inter-language difference is smaller than inter-
speaker differences in terms of the spectrum distortion. However the per-
formance of the voice conversion in the inter-language case is not as good as
in the inter-speaker case. Therefore, the most important property of mea-
sures investigated in this section is the ability to distinguish other differences’
between-inter-speaker and inter-language. Fig.20 and Fig.21 show that the
mutual information and entropy of the speaker model have larger differences
in the inter-language case than the inter-speaker case. Therefore, both mea-
sures are useful to evaluate the differences between languages.

_ Any measurement also must preserve the inequality of the objects. In
other words the closer two objects are, the less the value of the measurements
should be. In the experiments, we can say that the J-J pair is closest, the
E-J pair is farthest and the J-Ed and E-Ed pairs are midway between the
two. The reasons are as follows; (1)One of the biggest diflerence between
Japanese and English is phoneme duration. Because MITalk-Ed is given
Japanese phoneme duration, the correspondence between the J-Ed pair is
more consistent than that of the E-J pair. (2)Because MITalk-E and MITalk-
Ed have the same rule of spectrum pattern generation, the distortion measure
is more reliable in E-Ed pair than in E-J. From the inequality preservation
point of view, Fig.20 and Fig.21 show that both the mutual information and
entropy of the speaker model have an adequate property for measurement.

In comparing mutual information(MI) and entropy of speaker model(ESM),
ESM can distinguish the difference between J-Ed and E-Ed, but MI can not.
The reason ESM is superior to MI is caused by the quantity of information
when they are calculated, i.e. ESM needs not only the correspondence of
codewords at a particular time, but also the codewords at one unit time

before.
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5 Conclusions

We proposed the idea of cross-language voice convers1on, and obtamed the
following results. ' :

- o The spectrum diflerences between English and Japanese are studied
by comparing the spectrum difference among diflerent speakers.. The
resulfs. show its size -to be smaller than two-speaker spectrum space,
and ils distribution to be closer than that of a two-speaker spectrum

space.

o The spectrum which characterized English appeared in particular phonemes.

They are [/, [/, [af,/®],[$], [i/,/E],/t], It]\[x], 7/

- English words were synthesized without using the spectrum which char-
acterized English. Judging from listening tests, the speech sounds are
close to English.

- o. Cross-language voice conversion was performed using a voice conversion
method based on vector quantization. The converted speech was as
understandable as the MITalk speech. And also in the case of the
conversion between male and female speech, the conver ted speech was
recognized as fernale speech.

-¢ Mutual Information and éntropy of the Speaker Markov model are pro-
posed as measurement criteria of cross-language voice conversion. Ex-
perimental results show the measures work well.

To summarize, the cross-language voice conversion model described in
this paper works well as a first approximation. The key point to improve the
performance is the method to consistently find the correspondence between
the codewords. In this case, as mvestlgated in section 4, Mutual information
and entropy of the speaker model are very useful as measures. The other
approach for cross-language voice conversion is to estimate the codewords
which characterize English. In the {uture, we would hl\e to investigate these
points.

13
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Table 1 Experiment conditions

A/D data 12kHz sampling, 16bit
window length 256points(21.3msec)-
window shift 36points(3msec)
LPC analysis order : , 14 -
clustering measure o WLR
samples for clustering = 12000frams
codebook size - ‘ : 256
training words number for mapping 100
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Table 2 Kullback’s divergence o

Speaker pair | Kullback’s divergence ]
English vs. Japanese 1.21
malé speaker vs. female speaker | . 8.59
male spcaker!l vs. male speaker2 4.80
word setl vs. word set2 =~ | 0.21
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Table 3 Experiment result

Judged borrectly

Judged incorrectly | Indistinguishable

27.2%

18.8%

54.0%

Table 4 Word category

Judged correctly Judged incorrectly

Indistinguishable

" noise, should, -

‘cashmere, masquerade,

.| moisture, sculpture |

personnel, with,
" finger, outer, zoologist, corsage,

money

victor, fish, noteworthy, -
vocabulary, Irish, before,

they, precaulion, sweet,. |~

earthquake, hand, sweater, |

nothing, quite; ambiguous |
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hat

clams

real
welcome
but
encouraged
plow
depicts
smiles
need
farmland
reflects
plant
treats
immediate
exam

catastrophic

entertaining
balls

moon
anecdotal
working
sought
ahead
screen
ambiguous
classrooms
motorists
items
every

met
crooked
muscular
the

Appendix A

~ hear.

- dish ¢

© fish
.no
. isotopes -
- dinner "~
oboy
<o tag
«.- explicitly
i victor .

" overweight
© Spray
~bells.

sweet
documents

" annoying

raisins
street
two

lake

postponed
sunshine
degrees:

. your
" tube

- affirmative
. down
chamber

- overcharged
* " hindu -
. spider
- not

. bog

before

teaspoons
heat
nectar. -~
unevenly

-~ uses.
cowill
~ precaution

cam -

. small _
compounded
- fortune "

pie

- dessert
- recuperating

zoologist

- cory

carefully
steep
speaker
black

now
constantly
she

~ glistened
S

my

- sculpture
- that.

~+ has "
- sometimes

how

° standby
- seldom

goose

“michael
~masquerade
‘endurance

sleeping
teach
buying
price

save
hand
petticoats
difficult
live
mediocrity
lightbulbs
woolen
walking
stayed
wealth
controlled

“from
_popular
judge
“drunkard
“trouble
_remember
-enough
“determination
- moisture

divorced
cashmere
corsage

‘right

greg



&

W,

farmyard
alien
occasionally
outer
tribes

do

forest
breakfast
radioactive
me
therapy
spring
traffic
finger
society
aquatic
flower
potatoes
Monday
by

cash
audition
big

into
schooner
too

dirty
broke
about
goes

‘objects

out
with
near

Appendix A (cont.)

splurged
be
several
purists
previous

_ -priorities
-may

relaxed
board
sweater
worship
iguanas
zircons

- skirts

dry

strong
played
accusations

please

on
should
house
system
never
extra
prevented
straight
hit
afternoon
many
gently
gives
flew
cheese

they

wasp
new
examples
Bob '
sold

path

Irish

his

Gus
boring

in -

noise
through
barbed
made
offensive -
choosing
if - ;
0asis
techniques
an

allow
you
standardized
cream
greatly
competition
diane
greasing
wild
overalls
refurbishing
saw

rob

events
rationalize
occurs -
paper

their

have -
nothing
education
cameo’
valley

I
employment
personnel
child R
elm

at

wash

sun
chipper -
shoulder
along
provoked *
people
each

chives

all

voyage

pair

up
nightly
agency -
seeking
often



simple
does -
youngsters
juice
gas
noteworthy
capable |
vocabulary
jaguars
one

of

living.
blues .
ambled
get
thinker
emphasized
high
must
variety
go

fawn
think
could
were

are

those
attitude
gallon
quite
screw
sound
three

is

Appendix A (cont.)

woman
to .
money
icicles
only

drift

her
alligators
way
brother
geological
was

for
number
when

had
apology
earthquake
large
antagonistic

a






