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Abstract: 

The research areas of the Speech Processing Department now include: 

(A) Phoneme Recognition and Segmentation. 

(1) Feature-Based Approaches. 

(2) Hidden Markov Models. 

(3) Neural Network Approaches. 

(B) Speaker Adaptation. 

(1) Speaker Adaptation by Vector Quantization. 

(C) Language Models. 

(1) Word'I'rigram Models. 

(2) Word Prediction by Neural Networks. 

(D) Noise Reduction. 

(1) Noise Reduction by Neural Networks. 

(E) Speech Synthesis by Rule. 

(F) 

(1) High Quality Japanese Speech Synthesis by Rule. 

(2) Modal Information and Prosodies. 

Voice Convers10n. 

(1) Voice Conversion by Parameter Mapping through Vector Quantization. 

(2) Personal Characteristics Analysis by Analysis-by-Synthesis. 

(3) Speech Analysis and Synthesis Algorithm. 

(G) Phonetics 

(1) Analysis of Allophones and Coarticulation. 

(H) Speech Database 

(1) Japanese Large-Scale Speech Database with Phonetic Transcriptions. 

(2) Speech Database Retrieval System. 

(3) Speech Workbench. 

For additional information, contact: 

ATR Interpreting Telephony Research Laboratories 

Inuidani, Seika-cho, Souraku-gun, Kyoto 619-02, JAPAN 

Telephone: + 81 -7749-5-1311, Telefax: + 81 -7749-5-1308 

E-mail: atr-la.atr.junet ! shikano @uunet.UU.NET (from USA arpanet). 
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Research Activities 

1. General 

The necessity for automatic telephone interpretation research is described in brief. We 

introduce the Speech Processing Department of the ATR Interpreting Telephony Research 

Laboratories, and provide an overview of its research activities from November 1987 to December 

l 1988. 

1.1. ・Automatic Telephone Interpretation Project [Kurematsu-88-01, 88-llJ 

The Automatic Telephone Interpretation system is a facility which enables a person speaking 

in one language to communicate readily by telephone with someone speaking another language. 

It does so by automatical1y and simultaneously transforming the dialogue from the speaker's to 

the listener's language. At least three constituent technologies are necessary for such a system: 

speech recognition, machine translation and speech synthesis. 

Since this is a new concept, a number of feasibility studies and evaluations must still be made. 

A high degree of performance from each of the constituent technologies and system user 

friendliness are also essential. According to a feasibility study report published in 1985 by the 

Japanese Ministry of Posts and Telecommunications, realizing a system like this will require at 

least fifteen years. One more important requirement of this ambitious project is the ongoing 

cooperation ofresearch institutions in Japan and abroad. 

1.2. Speech Processing Department 

'l'he ATR Interpreting Telephony Research Laboratories, Dr. Akira Kurematsu; president, 

have three departments. They are the Natural Language Understanding Department, the 

Knowledge and Database Department and the Speech Processing Department. At least three 

bask technologies, which include speech recognition, machine translation and speech synthesis,, 

are necessary for such an interpreting telephony system. Moreover, integrated research into these 

t~chnologies is also very important. We propose an interpreting telephony model shown.in Figure, 

1.-1. In thif:l. model, language processing is split into a language source modeling stage and a 

language analysis stage. Main targets of our research laboratories are fundamental research into 

speech and language processing and integration of SJ)eech and language processing technologies 

to demonstrate the feasibility of an automatic telephone interpretation system.These labo:r;atorie~ 

were founded in April of 1986 with the support of the Japan Key Technology Center, ATR 

International, NT'f, KDD, NHK and other Japanese enterprises. 

The Speech Processing Department, headed by Dr. Kiyohiro Shikano, is one of this endeav.or. 

The research areas of the Speech Processing Department are speech recognition, speech synthesis 

and speech databases。Theseresearch areas are aimed at advanced technologies capable of 

recognizing continuous speech from any speaker and synthesizing high quality speech with the 

characteristics of various speakers. These technologies, which are indispensable to realize an 
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Figure 1-1. Proposed Interpreting'relephony Experitnental'System. 
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interpreting teiephony system, must be considerably imp~oved by inv~stigating these fields and 

exploring・inovative techniques and break through technologies. 

'rhe Speech Processing Department is comprised of two major g1:oups:, a speech recognition 

group and a speech synthesis and phonetics group. The speech_ recognition group is mainly 

directed by Drs. K. Shikano, A. Waibel, T. Kawabata and H.Sawa('fhe speech sy11thesis and 

phonetics group is mainly directed by Drs. H. Kuwabara and Y. Sagisaka. 

As of December, 1988, efforts aimed at speaker-dependent phoneme recognition and spe'aker-

independent phoneme segmentation have resulted in dramatically improved phoneme 
. . d . . . 

recognition perfonriance an continuous speech recogmt10n system 1mplementat10n. We are still 

pursuing three approaches: (1) Feature~Based approach, especially for phoneme segmentation, (2) 

Hidden Markov Model approach, and (3) Neural Network approach. Continuous speech 

recognition and word spotting efforts have also continued.・For speaker-independent'spee~h 

recognition:, a speaker adaptati~n approach has been undertaken using the・concept of Fuziy 

Vect~r Q~antizatlon'and Spectrum Mapping. In the area of language models, .the N-Gram 

appr~ach u~irig Neural Networks and a language source modeling approach using the generalized 

LR parser have been followed. 

Analysis efforts for the exploration of Allophones and Coarticulation phenomena have been 

unde~taken utilizing a large-scale speech database. In order to realize a hig・h quality rule・-based 

speech synthes1s system, we are working in four areas, such as a speech synthesis by rule based 

on Multiple Speech Units from a phoneme-labelled speech database, high'quality speech analysis 

and synthesis. algorithms, voice conversion algorithms from one speaker, to another based on 
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Vector Quantization and Mapping, and. a. relationship analysis of Mqdal informatipn qrJ,,<), 

Prosodics. Moreover, non-parametric noise reduction algorithms using Neural Networks have 

be~n investigated, and cross-linguistic voice conversion from MITALK to a Japanese speaker has 

just been initiated. 
->."、

A large-scale speech database with phonetic transcriptions, mainly for research in speech 

recognition and speech synthesis, has been developed with considerable support from other speech 

r~s碑rch la:boratories.'A speech w~rkbench and a database・retrieval system'hav~·been 

i:in:p1'eine11ted on a micro Vax station in order to provide res'earchers wi.tl/ a tool fot easy access arid 

manipulation of speech data. 

2。l{esearchActi vi tie~,[Speech-88-12] 

: ,Research activities in the Speech Processing Department恥 mNovember, 1987, through 

December, 1988, are summarized below, and related technicalpublications a,re quoted. 

2.1. Phoneme Recognition and Segmentation 

ReIHible phoneme recognition: and segmentation aigorithms. have been studied leading to 

considerable improvements over conventional approaches. We have been pursuing three 

appro~ches: ~Feature-Based approach, a Hidden Markov Model approach, and a Neural Net~ork 

approach. These improvements resulted in the successful implementation of a continuous speech 

recognition system such as・HMM0LR by combining-HMM with the generalized LR. parsing 

algqr:ithm. 

2.1.1. Feature-Based Approach [Hatazaki, Komori, Kawabata,'l'amμra, Murayama, 

Tanaka] 

A spectrogram reading seminar taught by Prof. Victor Zue was held in Februa.ry of 1986. 

Sinc~that time, the spectrogram reading session has been convened on a weekl! basis: ~fany 

researchers in our department can now read phonemes of~apanese utterances with relat~vely 

high accuracy. 

Ln.order, to ,clarify the differences of spectrogram reading features between,English an,d 

Japanese, statistical analysis has been carried out based on the large vocabulary spee,ch datahasa 

with phonetic, transcriptions . 

In particular, phoneme boundaries can be identified correctly in Japanese utterances using 

expert's knowledge. Now we are developing an expert system for phoneme segmentation using the 

expert tool, ART. A Symbolics lisp machine for running ART and a micro Vax station for feature 

extraction of input speech are connected and used to implement a phoneme segmentation expert 

system. The phoneme segmentation knowledge for consonants, excluding contracted consonants, 
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has been described by ART. The phoneme segmentation expert is _integrated with a_ TDNN neural 

networks for consonant discrimination. 

Tech~ical Publications: [Hatazaki-88-08, 88-01, Kawabata-87-12), ・[Progress will be 

presented at ICASSP89] 

2.1.2. Hidden Markov Models [Hanazawa, Kawabata, Maruyama, Kita, Shikano] 

~iddev. Markov models have been studied to determine how to best use models in the training 

stage.on _the forward-backward algorithm. The number of states, tied probabilities .of transi,tion 

and output, parameter smoothing techniques, initial probability settings and duration contr、ol

techniques were studied based on the task of phoneme recognition in our large vocabulary speech 

database described in section 2.8.1. After that the HMM phoneme models have been improved by 

introducing Separate VQ (multiple codebooks) and Fuzzy VQ techniques. These improvements 

resulted in a 7.5% phoneme recognition rate improvement; from 86.5% to 94.0%. The HMM 

phoneme model approach is also applied to English word recognition. 

、こ

The Hidden Markov models based on phoneme units have now also been applied successfully 

to word spotting in continuous speech. Moreover, the HMM phoneme~odels are combined.with a 

g.eneralized LR parser to efficiently recognize a Japanese phrase input, where the LR parser can 

predict phoneme candidates to the HMM phoneme models. This system is called HMM-LR.'r~.e 

HMM-LR can recognize Japanese phrase input with a phrase recognition accuracy of 83%. 

'l'echnical Publications: [Hanaza wa-88-11, 87-12, Kawabata-88-11, 88-06, Kita-88-1 Ob], 

LThe HMM-LR and the continuous speech recognition system based on word spotting will be 

presented at 1CASSP89] 

2.1.3. Neural Network Approaches [Waibel, Sawai, Miyatake, Haffner, Shikano] 

Using Neural Networks, phoneme recognition in continuous utterances has been 

investigated. A time-delay neural network (TDNN) now achieves high phoneme recognition rates 

for the task of speaker-dependent discrimination not only among the voiced consonants, /b/,/d/, 

and lg/ but also for full consonants. All consonants were extracted from the phonetically labelfed 

large vocabulary database , i.e., from 5240 common Japanese words spoken by three speakers. 

The TONN attains a 98.6% phoneme recognition rate for the /b/,/d/, and /g/ task, and 96. 7% for the 

full consonant task. Phoneme spotting by'l'DNN aimed at determining a continuous speech 

i;eco~nition apprQach by neural networks has been initiated. 

Efforts to speed up the back-propagation algorithm have resulted in a 600 times speedup of 

the TDNN. This speedup and the use of an Alliant mini-supercomputer make it possible to 

challenge larger scale neural networks. 

／
 9, 
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Technical Publications: . [Sawai-88-12, Waibel-87-12, 88°04a, 88-04b, 88-05, 88-10, 88-Ua, 

88-llb], [Consonant recognition networks and the phoneme spotting based on TDNN~ill l::>e 

pr(!s~r,ited a~ICASSP89 J, [Related ATR technical reports are also a vail3.-ble on request] 

2.2. Speaker Adaptation 

Aiming at a general preprocessor for speaker normahzatrnn, speaker adaptat10n research 

using vec.tor quantization techniques has been studied. Discrete spectrum space representation . by 

yector qm:1.ptization makes it possible to realize sopMsticated speaker adaptation/ normalizatio11: 

2.2.L Speaker Adaptation by Vector QuantizationLS、Nakamura,Shikano J 

As a general preprocessor to a phoneme recognizer, speaker normalization algorithms have 

been developed. The algorithms adopt vector quantization・as a: di.screte representation of ;pecttal 

sp邸 e.Discr-ete representation niakes it possible to carry out sophisticated spectral normalization 

or・ma:pping from ope speaker to another .. In previous studies, algorithms using a single-codebook 

W(:)re developed, and a complex spectral distortion measure which is composed of a spectrum term, 

a differenced spectrum term and a differenced power term was adopted~.'fhe complex measure 

improved the word recognition results, but this•resu:Ited in significant distortion .degradation of 

the spectrogram distortion. In order to reduce this degradation, algorithms with multiple 

codebooks (separate VQ) have been investigated. These algorithms are called "speaker adaptation 

h,Y separate vector quantization", and attain good performance in experiments evaluating 

spectrogramdistortioμand in phoneme recognition experiments. _These algorithms~re 

successfully applied to voice conversion, as described in section 2.6. Moreover, fuzzy ve~(or 

quantization techniques have been introduced to realize more accurate speaker adaptation. 

'fhese technologies lead us to an HMM speaker adaptation algorithm greatly improved ovei: 

previously reported algorithms.'I'hese algorithms will be also applied to neural network speech 

recognition and feature-based speech recognition as a speaker normalization preprocessor. 

Technical Publications: [S.N akamura-88-02, 88-08a, 88-0Sb, ・88-12], [Speaker adaptation 

using fuzzy VQ will be presented at ICASSP89] 

2~3~ ・ ・Language Models 

The ATR Interpreting Telephony Laboratories also include two other departments which 

are studying language .models more deeply than the .Speech Processing Department. 

Nevertheless, the Speech Processing Department has been studying language models based on 

bottom-up word prediction and statistical word prediction in collaboration with the other 

departments. We have been taking two approaches: a word trigram approach and a neural 
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rte-twofk _approach (Netgram model), to predict the next word set. Such bottom-up word predi~tion 

approaches should be combined with top-down approaches in language processing. 

As another top-down language model, the generalized LR parser hns been adopted with the 

aim of better language source modeling. 

2.3.1. Word Trigram Models [Saito, Shikano] ―-;_-,, 

Trigram language models based on word categories were introduced in order to improve word 

recognition results for English sentences uttered word by word.・Probabilities of the trigrams of 

word categories were estimated using the Brown Corpus Text Database. Moreover, high 

probabilities of common word sequences strch as frozen word sequences were extracted from the 

ijrown Corpus Text Database. These probabilities we~e integrated using a dynamic prngramming 

叫~odthm,and improved word recognition from 80.9% to 89.1 %. 

The generalized LR parser is introduced to predict next words/phonemes:'l'he LR parser cap 

be-regarded not only as a parser for input word sequences but,also as a language source model for 

word/phoneme-prediction. The LR parser is successfully integrated with HMM phoneme models to 

recognize a-Japanese phrase utterance, where the LR parser predicts phoneme candidates 

according to the LR table. The LRparser will be developed for better language source modeling:by 

introducing the probabilities of phoneme sequences and word sequences~utomatically estimated 

from the large-scale text database. 

Other low-level linguistic information is contained in phoneme sequences. The use of 

phoneme sequence info0rmation will be started aiming at source modeling of Japanese spe~ch 

mputs. 

Technical Publications: [Saito-88-06, 88-08, Kita-88-lOb], [The HMM-LR will be presented 

at ICASSP89] 

2.3.2. Wq_rd Prediction by Neural Networks [M. Nakamura, Shik~no] 

A n~ural network approach, the N etgram, has been developed to predict words usin,g the 

Brown Corpus Text Database. The results have been compared to the results of trigram modeling. 

'fhe analysis of internal representation of the Netgram reveals some correspondence to language 

categories. In order to realize this approach practically and quickly, further improvements to our 

learning network simulator have been made. Application to model Japanese phrase inputs will be 

started shortly. 

Technical Publications: [M.Nakamura-88-06, 88-11), [The Netgram will be presented at 

ICASSP89], [Related ATR technical reports are available on request] 

2.4. Noise Reduction 

In order to bring speech recognition technologies into the field, reduction of various noises 
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must he implemented. We are now looking for new noise reduction mechanisms・using various 

kinds of neural networks. 

2.4.1. Noise Reduction by Neural Networks [Tamura, Waibel] 

Noise reduction algorithms using neural networks have been under investigation using the 

back-propagation algorithm on multi-layered feed-forward networks. During training, the 

networks develop theidnternal representation for a mapping from a set of noisy signals to the set 

of ndise-free signals with noise-added speech signals as inputs and noise-free speech signa:l,s a:s,theふ

target outputs. The training is carried out using the digitized speech wave itself. Noise reduction 

algor,i-thms ,already effectively eliminate computer room n9i~e. Effectivenessfor other ?oi~~and 

other speaker is also being studied. The internal representation of the noise reduction networks is 

being investigated.'I'his investigation has somewhat clarified the noise reduction mechanism. 

Technical Publications: [Tamura-88-01, 88-03, 88-04], [Related noise reduction networks 

are also presented atICASSP89] 

2.5. Speech Synthesis by Rule 

A high quality speech synthesis system by rule should be realized as an important part of the 

interpreting telephony system. A synthesis system based on flexible synthesis units is under 

development, and speech synthesis algorithms are evaluated to realize a better synthesis system. 

Also, rules between speaking styles and prosodic control have been studied. 

2.5.1. High Qu・ality Japanese Speech Synthesis by Rule [Sagisaka, K. Abe, 

Takeda, Poser] 

In speech synthesis by rule, various kinds of synthesis units such as phonemes, dyads,-CV-

syllables and CVC-units have been proposed. Our proposed synthesis scheme is different・from 

ordinary systems in two ways. One is the flexible use of non-uniform synthesis units, and the 

other is the choice bf optimal units of multi-templates using criteria such as feasibility of unit 

concatenation and fitness of units to target context. The strength of coarticulation for CV 

syllables is also investigated in depth. The place of articulation is much more dominant than the 

manner of articulation from the viewpoint of coarticulation phenomena. 

Prosody cont1;ol models to generate natural Japanese synthesized utterances are studied 

based on the speech database with pitch information. 

Speech synthesis algorithms are evaluated over LPC, Cepstrum, and PSE. OLA(overlapping 

~dd).synthesis algorithms are also.evaluated. 

A prototype speech synthesis-by-rule system has been implemented, and -efforts at 

improvement are continued. 
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,'Pechr1ioal Publications:__ [Sagisaka-88-04, 88-03, K.Abe-88all, Take_da-88a_O_la, 88-1~], 

[Related A'I'R technical reports are available on request] 

2.5.2. Modal Information and Prosodics [Miyatake, Sagisaka] 

E,ffects, of speaking styles on prosodic ,parameters were analyzed to clarify the foter-

relationship of pitch patterns,power patterns and durations. The analysis shows.that difference,s・ 

among speaking styles are strongly reflected in pitch and power patterns. The results-suggestJh.~, 

possibility of a new prosody control model for speech synthesis, Prosodic.models have been sJudied 

to-realize more natural synthesized speech by rules~_ 

'.. Tec~ica1Pub1icatfons: ・[Miyatake-'88-05aJ, [Related ATR technical tepotfa'are avai'fabl~' 

on request] 
i々,.,,

.'  . ・r・. 
•.,、・'; ヽ' '

2.6. Voice Conversion 
・; ::・ 丑

Voice conversion from one speaker to another is an important aspect in realizing an automatic 

telephone interpreting system. Voice conversion algorithms based on vector quantization and 

spectrum mapping have been developed. We have also starteq. to analyze personal voice~・ 

characteristics using analysis-by-synthesis methods. Moreover, cross-linguistic v_oice conversion 

from MITALKto .a Japanese female voice is tried with some success. A new speech al1alysis皿 d

synthesis algorithm based on short-time Fourier transform has been investigated in order to,deal 

with more personal voice characteristics. 

2.6.1. Voice Conversion. by Param.eter Mapping throu0gh. V.ector 

Quantization [M. Abe, S. Nakamura, Kuwahara, Shikano] 

A new :voice conversion technique through vector quantization has. been studied. The 

algorithms used in this voice conversion are basically the same as the spectrum mapping 

described in section 2.2. The algorithms have three codebooks, for spectrum, power .and pitch. 

Voice conversion from male voice to female voice was tried and a listening test shows .that the 

converted voice was uniformly judged to be female. In o.rder to improve the converted voicl;), vector 

quantization of residual waves and use of fuzzy vector qua11tization techniques are now bein~ 

explored. 

Moreover, a preliminary experiment in cross-linguistic voice conversion, from MI'rALK to 

Japanese female voice is successfully carried out. 

1'~chnical Publications: [M.Abe-88-04, 88-02) 

2.6.2. Personal Characteristics Analysis by Analysis-by-Synthesis [Segot, 

Kuwahara] 

Aiming to improve the quality of speech, the modification of formant frequencies arid 

bandwidths has been studied. These modification techniques will be applied to analyzing personal 
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voice characteristics. Attention is now focused oi1 the dynamic aspects ofspectt;al paran1etei:s.that 

cpr,ivey personal voice cha.racteristics. 

2 .. 6.3. ・Speech Analysis and Synthesis Algorithm [M. Abe, Tamura, Kuwaba.ra, 

K.Abe] 

A new speech analysis and synthesis algorithm based on short-time Fourier transform has 

been investigated~m1ing at better sep.aration between spectral envelope in(oqnatioQ and votal 

source information not only for high quality synthesis by rule system but also voice conversion. 

, Technic_al Publications: ... [M.Abe~88~09J, [The algorithm will be,presented at1C.f¥:SSP89] 

2.7. Phonetics 

Analysis of speech phenomena has been started using our large vocabulary speech database in 

order to clarify allophonic and coarticulatory phenomena. 

2.7.1. Analysis of Allophones and Coarticulation [Takeda, Kuwahara] 

As a first step in analyzing allophonic and coarticulatory phenomena, devocalizaHon of vowE,Jls 

was stu.died using our large vocabulary speech database. The contexts of the devocalization are 

predicted by rules. Next, phoneme durations have been studied using our large speech database. 

T~chnica·l Publications: [Takeda-88-11, Kuwabara-88-05bJ 

2~8. Speech Database 

A speech database with phoneme labels is essential and necessary not only for .speech 

recognition research but also for speech synthesis research. 

2.8.1. Japanese Large-Scale Speech Data base with Phonetic 

Transcriptions [Takeda, Kuwahara, M. Abe] 

A large-scale Japanese speech database has been constructed, at ATR with the help of several 

other laboratories. For multiple transcriptions, three types of categories are considered: phonetic 

labels; acoustic events and allophonic variations. To date, about 8,500 words uttered by seven 

professional aμnouncers. have. been collected and transcdbed._'.l;'he speech database has been 

effectively used to perform speech research at A'rR. 

A continuous utterance speech database with phonetic transcription has been constructed, in 

which phoneme balance is considered from the viewpoint of entropy of CV and VC occul'ances. 

Prosody,labels have been tried en the continuous utterance speech database. 

'l'echnical Publications: [The ATR database will be introduced at ICASSP89 J, [Related 

A'l'R t~chnic~l reports are available on request]] 
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2.8._2. • Speech Data.base Retrieval System [Takeda, Kuwahara] 

To easily access the speech database, a database management system was developed, •1;he 

system was implemented using the relational database UNIFY. The easy access language/EAL, 

was implemented using the host language interface on UNIFY. EAL is now widely used at ATR. 

Technical Publications: [A technical report on EAL is available on request ] 

2.8.3~Speech Workbench [Maruyama, Tanaka, Murayama, Kawabata] 
（
 

A speech workbench for speech researchers has been developed on a micro Vax station based 

on x-window. The main f~atures are high quality spectrograms, easy extension of functions and 

easy access to the speech database. 

'l'echnical Publications: [Related ATR technical reports are available on request] 

9,¥ 
3. Research Staff 

The research staff is mainly composed of members from the research institute and 

laboratories~hich support ATR, and visiting scientists. They are listed below: 

Dr.Kiyohiro Shikano, Department Head (NTT, 

Dr. Hisao Kuwahara, Supervisor (NHK, 

Dr. Yoshinori Sagisaka, Senior Researcher (NTT, 

Dr. Takeshi Kawabata, Senior Researcher (NTT, 

Dr. Hidefumi Sawai, 

Dr. Alex Waibel, 

Dr: William Poser; 

Shin'ichi Tamura, 

Ka}chiro Hatazaki, 

Masanori Miyatake, 

Masami Nakamura, 

Y asuhiro Komori, 

KatsuoAbe, 

Satoshi Nakamura, 

Masanobu Abe, 

Kazuya Takeda, 

Senior Researcher (Ricoh, 

Invited Researcher (Carnegie-Mellon, 1987.5 -1988.8) 

InvitedResearcher (Stanford Univ., 1988.9---.:) 

Researcher (Sony, 1986.9 -)  

Researcher 

Researcher 

Researcher 

Researcher 

Researcher 

Researcher 

Researcher 

Researcher 

(NEC, 

(Sanyo, 

(Sumitomo Metal, 

(Canon, 

(Toyocom, 

(Sharp, 

(NTT, 

(KDD, 

1986.6 -)  

1986.10-) 

1986.4 -)  

1986.9 -)  

1988.4 -)  

1986.12-) 

1986.9 -)  

1987.9 -)  

1988.9 -)  

1987.3 -)  

1986.9 -)  

1987.4 -)  

1986.8 -)  
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Katsuteru Maruyama, Researcher 

Toshiyuki Hanazawa, Researcher 

(Nitsuko, 

(Mitsubishi Elec., 

1987.3 -)  

1987.3 -)  

Hiroaki Saito, 

Kooichi Murayama, 

Takaharu Tanaka, 

Hubert Segot, 

Patrick Haffner, 

Visiting Researcher (Carnegie-Mellon, 1988.3 -1988.7) 

4. Research Facilities 

Engineer 

Engineer 

Intern student 

Intern student 

(DEC Japan, 

(DEC Japan, 

1987.9 -1988.8) 

1988.9 -)  

(ENST, France, 1987.4 -1987.11) 

(ENST,France, 1988.4 -1988.11) 

The Speech Processing Department facilities include a number of computer systems which are 

connected through Ethernet. The computer systems include a Vax 8600, a Vax 8700, a Vax 8800 

and an Alliant 9800 (eight-CPU array processor). Every researcher also has a micro Vax station 

or a C Vax with an AD/DA device. Four Masscomps (MC5600) and one micro Vax II which are 

equipped with 16 bit AD conversion devices are used to collect speech data. Three S3670s 

(Symbolics) with ART are used for implementing a phoneme segmentation expert system. 

R.A. 11 
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(Abbreviations in the technical publication list) 

ASA : The Acoustical Society of America 

ASJ: The Acoustical Society of Japan 

IEICE : The Institute of Electronics, Information 

and Communication Engineers (Japan) 

FASE: Federation of Acoustical Society of Europe 

ICASSP: IEEE International Conference on Acoustics, 

Speech, and Signal Processing 

COLING: International Conference on Computational Linguistics 
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し

‘’ 

Fast Back-Propagation Learning P. Haffner ASJ Fall Meeting, 
Methods for Neural Networks in A. Waibel Hakata, (1988-10) 
Speech K.Shikano 

DLey aNrenti, m a Fast ePurroagl rNam et for P.Haffner ATR Technical Report, 
gin N etworks TR-I-0059, (1988-U) 

Fast Back-Propagation Learning P.Haffner A'l'R Technical Report, 
Methods for Neural Networks in A.Waibel TR-I-0058, (1988-11) 
Speech H.Sawai 

K.Shikano 

Hidden Markovモデルを用いた日本語有声破 T.Hanazawa IEICE 
裂音の識別

T.Kawabata 
Technical Report ．．， 

(Recognition of Japanese Voiced Stops SP87-98 
Using Hidden Markov Models) K.Shikano, (1987-12) 

Hid den Markov Modelを用いた日本語有声 T.Hanazawa ATR'l'echnical Report 
破裂音の識別

T.Kawabata 
TR-I-0018 .. ゞ

(Phoneme Recognition of Japanese Voiced (1988-01) r、, ' 

Bursts by HMM Phone Modeling) K.Shikano 

HMMを用いた音韻認識における出力確率の T.Hanazawa ASJ Spring Meeting, 
平滑化手法の検討 (OutputProbability for T.Kawabata Tamagawa Univ., 
HMM Phoneme Recognition) K.Shikano (1988-03) 

,・ 

HMM音韻認識におけるモデル学習の諸検討 T.Hanazawa IET8E Technical Report 
(Studies for HMM Phoneme Recognition) T.Kawabata SPSS-22, Sendai, 

K.Shikano (1988-06) 

Duration Control Methods for T.Hanazawa A'l'R Technical Report, 
HMM  Phoneme Recognition T.Kawabata 

K.Shikano 
TR-r-0050, (1988-10) 

HMM音韻認識におけるセパレートベクトル T.Hanazawa ASJ Fall Meeting, 
量子化の検討 (Studyof Separate Vector T.Kawabata Hakata, (1988-10) 
Quantization for Phoneme Recognition) K.Shikano 

Duration Control Methods for T.Hanazawa ASA-ASJ Joint 
HMM  Phoneme Recognition T.Kawabata Meeting, Honolulu 

K.Shikano (1988-11) (Handout) 

スペクトログラム・リーデイング知識を用い K.Hatazaki IEICE 
た音韻認識エキスパートシステム S.Tamura Technical Report 
(Phoneme Recognition Experts System T.Kawabata SP87-117 
Using Spectrogram Reading Knowledge) K.Shikano (1988-01) 

スペクトログラム・リーデイング知識を用い K.Ha:tazaki ASJ Spring Meeting, 
た音韻セグメンテーションの試み S.Tamura Tamagawa Univ., 
(Phoneme Segmentation Using Spectrogram T.Kawabata (1988-03) 
Reading Knowledge) K.Shikano 
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_Page, 

'~ 

Hatazaki Phoneme Segmentation by an K.Hatazaki, 
. ',,~, ~ ... ~...,._-,. 

Seventl.i F ASE 
c.88-08 Expert System Based on S.Tamura Symposium ., , .38 , 『

Spectrogram Reading Knowledge T.Kawabata Edinburgh, (1988-08) 
K.Shikano 

. ,_ 

' 
Hatazaki K.Hatazaki ＇ スペクトログラム・リーデイング知識に基づ ASJ Fall Meeting, 

46 ・-88-10 く無声摩擦音の検出 S;Tamura Hakata, (1988-10) 
(Segmentation of Unvoiced Fricatives Using 1'.Kawabata ； 

Spectrogram Reading Knowledge) K.Shikano 
, 

Iso 音声データベース用文セットの設計 *K.Iso ASJ Spring Meeting, 
0 --88-03 (Design of a Japanese Sentence List for a *T.Watanabe 'l'amagawa Univ., 48 

Speech Database) H.Kuwabara (1988-03) 
., .. 

K.Abe 入力音韻系列に応じた音声素片の選択法 K.Abe ASJ Spring Meeting, 
50 -88-03 (A Synthesis Unit Selection Method 

Y.Sagisaka 
Tamagawa Univ., 

Adapting to an Input Phoneme) (1988-03) 
'; 

K.Abe On the Unit Selection Measure for K.Abe ASA-ASJ Joint 
-88-11 MSpuelteiJ ch SS ynthesis by U Rule Using Y.Sagisaka Meeting, Honolulu 52 

pie ynthesis nits (1988-11) (Handout) 

_!(~8.: Abe On the Unit Selection Measure for K.Abe 
、.・,

ATR'l'echnical Report, •5, 2 ・, 8-12 MSpuelteil ch SyS nthesis bU y Rule Using Y.Sagisaka 'l'R-1-0053, (1988-12) 
pie ynthesis nits 

Katag゚iri *SK .. KTaaktaegdia ri 

.• ・--

スペクトログラムを用いた音声ラベリング lEICE 
62'-_;33_ 1 'l'echnical Report 

(Speech Labeling Using a Spectrogram) 
Y.Sagisaka SP87-115,(1988-0l) 

K~wabata 日本語スペクトルグラム特徴の英語との比 T.Kawabata , IEICE'l'echnical Report 
70 ・.:87-12 較(SoundSpectrogram Features in S.Tamura SP87-95, (1987-12) 

Japanese) K.Hatazaki 

Kawabata HMM音韻認識に基づくワードスポッティン T.Kawabata 
~ ~ 

ASJ Spring Meeting, 
... . 76 :• ., 

-88-03 グ(WordSpotting Method Based on HMM T.Hanazawa Tamagawa Univ., 
Phoneme Recognition)- K.Shikano (1988-03) 

Kawabata HMM音韻認識に基づくワードスポッティン T.Kawabata IEICE Technical Report 
-88-06 グ (WordSpotting Method Based on T.Hanazawa SP88-23, Sendai, 78 

‘’  

HMM Phoneme Recognition) K.Shikano (1988-06) 
：： 

Kawabata HMM音韻認識を用いた日本語名詞節の認識 T.Kawabata ASJ Fall Meeting, . 

84 ~88-10 (Japanese Phrase Recognition on HMM K.Shikano Hakata, (1988-10) 
Phone Units) 

Kawabata Word SPphootntienm g Method Based on T.Kawabata ASA-ASJ Joint 
86 -88-11 HMM  e Recognition T.Hanazawa Meeting, Honolulu →、

K.Shikano (1988-11) (Handout)・ ' 

Kawabata Word SPphootntienm g Method Based on T.Kawabata ATR Technical Report, 
•、c.-88-12 HMM  e Recognition T.Hanazawa TR-I-0057, (1'988-12) 

K.Shikano 

-( 

＼
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• "<.... -

Page' 
-ょ. -" '" 

K.Kita HMM音韻認識と LRパーザを用いた文節認 ASJ Fall Meeting, 了

識 (HMMContinuous Speech Recognition T.Kawabata Hakata, (1988-10) 97 
Using Predictive LR Parser) H.Saito 

HMM音韻認識と予測LRパーザを用いた文 K.Kita IEICE Technical Report 
節認識 (HMMContinuous Speech Recog- 1'.Ka wabata Tokyo, (1988-10) 99 
nition Using Predictive LR Parsing) H.Saito 

音声の知的符号化一認識／合成による音声知 A.Kurematsu lEICE Fall Meeting, 
的通信の誇問題(StudyItems for Intelligent Panel Discussio_n 106 

Speech Communication with Recognition and Kumamoto Univ. 
Synthesis) (1987-11) 

Prospect of a Basic Study for the A.Kurematsu 1st International Sym-
107 Automatic Telephone posium on Advanced 

Interpretation Man-Machine Interface 
'l'hrough Spoken Lang-
uage,Tokyo,(1988-01) 

スペクトログラムに基づく音声表記 A.Kurematsu Science Promotion 
(Phonemic Description Based on Committee, Language . 111 

Spectrogram) & Speech Group. 152 
WG, (1988-05) 
(Handout) 

自動翻訳電話の研究動向 A.Kurematsu Journal ofIEICE, 
12ff (Perspective of Automatic Interpreting vol.71 no.8, (1988-08) 

Telephony Research) 

Overview of Telephone A.Kurematsu ASA-ASJ Joint 
Interpretation Research at ATR K.Shikano Meeting, Honolulu, 123 

Special Symposium, 
(1988-11) 

MaQnuod adliBiftayy ninCdg ownFitdortrohml s oaf nSt pFeree ch by 
H.Kuwabara ATR Technical Report 

equenc1． es TR-1-0023 
(1988-02) 

Analysis and Prediction of Vowel- H.Kuwabara A TR Technical Report 
Devocalization in Isolated K.Takeda TR-I-0026, (1988-05) 132 

Japanese Words (Kuwabara-88-05) 

Analysis and Prediction of Vowel- H.Kuwabara Acoustical Society of 
132 

Devocalization in Isolated K.Takeda 
America,Spring 
Meeting, Seattle, 

Japanese Words (1988-05) (handout) 

SCpoenevceh rsSiyo nthesis, Voice H.Kuwabara 2nd Symposium on 
n and Noise Reduction Y.Sagisaka Advanced Man- 146 

Research at ATR S.Tamura Machine Interface 
M.Miyatake through Spoken 
K.Abe,M.Abe Language, Makaha, .,, 

K.Takeda Hawaii, (1988-11) 
K.Shikano 

A.Kurernatsu 
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'Ref.ID Title(題名）
Authors Conference /,Journal 

Page 
（著者） （発表先）、なJ乞→—·.c,c.;,---•-』...-

• ,.M.Abe Voice Conversion through Vector M.Abe IEICE ．、

•一'88-02
Quantization 

S.Nakamura・ Technical Report -155 
K.Shikano SPsr124 

- -、 （ベクトル量子化による声質変換） H.Kuwabara (1988-02) 
' 

< •• 

M.Abe ベクトル量子化による声質変換の評価 M.Abe ASJ Spring Meeting, 
161 -88-03 ・S.Nakamura Tamagawa Univ., 

.... (Evaluation of Voice Conversion through 
-K.Shikano (1988-03) '-

→ さ Vector Quantization) H.Kuwabara 
.~ 今し

M.Abe Voice Conversion through Vector M.Abe ICASSP'88 
-88-04 

Quantization 
S.Nakamura S14.1 163 , 

K.Shikano New York 

＇ 
H.Kuwabara (1988-04)↓ 

9『̀ -' ， 
M.Abe FF'l'スペタトルからの SignalReconstruction M.Abe _ IEICE'I'echnical Report 

167 -88-09 による音声変換手法 (ASpeech S.Tamura Nagoya, SP88-48, 
Modification Method by Signal H.Kuwabara (1988-09) 
Reconstruction Using Short-Time 

i Fourier Transform) 

M.Abe 'FF'rスペクトルからの SignalReconstruction M.Abe ASJ Fall Meeting, 
175 :・ -88-10 による音声変換手法 (SpeechModification S.Tamura Hakata, (1988-10) ,, 

Method by Signal Reconstruction Using H.Kuwabara 
Short-Time Fourier Transform) 

M:Naka コネクショニストモデルによる単語列予測 M.Nakamura ASJ Spring Meeting, _ 
・177 mura の検討 (A Study of Word Category 

K.Shikano 
Tamagawa Univ., 

-88-03 Prediction by Connectionist Models) (1988-03) 

M.Naka 英文テキストデータからのニューラルネッ M.Nakamura IEICE Technical Report 
179 mura トによる単語列予測モデルの検討 K.Shikano SP88-26, Sendai, 

-88-06 (A Study of English Word Category (1988-06) .... 
Prediction Based on Neural Networks) . 

M.Naka ニューラルネットによる N-gram単語列予測 M.Nakamura ASJ Fall Meeting, 
187 mura モデルの検討 K.Shikano Hakata, (1988-10) 

-88-10 (A Study ofN-Gram Word Category .' 
Prediction Based on Neural Networks) 

・; 

M.Naka A Study ti of English Word Category M.Nakamura ASA-ASJ Joinf 
rnura Predic on Based on Neural K.Shikano Meeting, Honolulu 189 

・-88-11 Networks (1988-11) (Handout) 

M.Naka A Studty i of English Word Category M.Nakamura A TR Technical Report, 
189 mura Predic on Based on Neural K.Shikano TR-l-0052, (1988-12) 

-88-12 Networks 

M-ttr87l:1--y1 ama 音声信号処理の基本操作を提供する機能モ K.Maruyama A TR Technical Report 
2a ジュール群の作成

T.Kawabata 
'l'R-I-0012 

(Function Modules for Speech Processing) (1987-12) 

¥
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対話型操作環境をワークベンチごとに設定 K.Maruyama ATR Technic~l Report 
できるメニューシステムの作成 TR-1-0011 

T.Kawabata 
(User Oriented Interractive Menu System for (1987-12) , 
Speech Workbench) 

Xウィンドウ上に実現した音声処理ワーク K.Maruyama ASJ Spring Meeting, 
ベンチ(SpeechProcessing Workbench on X-

T.Kawabata 
Tamagawa Univ., 

Window) (1988-03) 

音声処理ワークベンチ K.Maruyama A TR Technical Report 

(Speech Workbench) T.Kawabata 
TR-I-0020, (1988-01) 

高精度スペクトログラム表示ルーチン
KKT ... MMKaaruuwraayybamamata a a 

ATR Technical Report 

(High Quality Spectrogram Display Routine) 
TR-1-0021 
(1988-02) 

Hidden Markov Modelを用いた英単語認識 K.Maruyama A'l'R Technical Report, 
(English Word Recognition Based on HMM T.Hanazawa TR-1-0047, (1988-11) 
Phoneme Models) T.Kawabata 

K.Shikano 

英語データベースの作成 K.Ma; hriukyaanmo a A'l'R TechnicalReport, 
(ATR English Database) K.S a 'l'R-1-0048, (1988-11) 

種々の発声様式における碁本周波数パタン M.Miyatake ASJ Spring Meeting, 
の制御モデルの検討 (FundamentalFrequen-

Y.Sagisaka 
Tamagawa Univ., 

cy Control for Various Speaking Styles) (1988-03) 

種々の発声様式における音調パタンの性質 M.Miy． atake Kinki Speech & Lan-
とその制御について Y.Sag1saka guage Study Group, 
(Relation between Prosodic Patterns and Osaka Shoin Univ. 
Various Speaking Styles) (1988-04), (Handout) 

Prosodic Characteristics and M.Miyatake Acoustical Society of 

Their Control in Japanese Speech Y.Sagisaka 
America ,Spring 
Meeting, Seattle, 

under Varying Speaking Styles (1988-05) (handout) 

種々の発声様式における韻律パラメータの M.Miyatake ATR'l'echnical Report 
性質について (Relationbetween Prosodic Y.Sagisaka 'l'R-1-0024, (1988-05) 
Patterns and Various Speaking Styles) 

Prosodic Characteristics and their M.Miyatake A TR Technical Report 

Control in J) eaapkainng esSe tySlpees ech with Y.Sagisaka TR-1-0025, (1988-06) 
Various Sp 

音声処理ワークベンチVer.3 K.MKauwraaybaamta a A'l'R Technical Report, 
(Speech Workbench, Version 3) T. 'I'R-l-0037, (1988-10) 

タスクの複雑さを評価する尺度 *Y.Niimi Meeting on Advanced 
(Indices to Measure the Compexity of *S.N akagawa Man-Machine Interface 
Speech Recognition Task) K.Shikano through Spoken Lan-

' ,. T.Kawabata,etc. guage, Tokyo, (1988-10) 
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Authors Conference /Journal 
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--. 

ベクトル量子化を用いたスペクトログラム S.Nakamura IEICE Fall Meeting, 
の正規化

K.Shikano 
Symposium 

(Spectrogram Normalization Based on Vector Kumamoto Univ. 
Quantization) (1987-11) 

ファジイベクトル量子化を用いたスペクト S.Nakamura IEICE 
ログラム正規化の検討 ； 

K.Shikano 
Technical Report 

(Spectrogram Normalization Using Fuzzy SP87-123 
Vector Quantization) (1988-02) 

ファジイベクトル量子化を用いたスペクト S.Nakamura ASJ Spring Meeting, 
ログラム正規化(SpectrogramNormalization 

K.Shikano Tamagawa Univ., _ 
Using Fuzzy Vector Quantization) (1988-03) 

.. 

SpectrogerV am Normalization Using S.Nakamura Seventh,FASE 
Separate ector Quantization K.Shikano Symposium 

Edinburgh, (1988-08) 

セパレートベクトル量子化を用いたスペク Journal of Acoustic S.Nakamura 
トログラムの正規化

K.Shikano 
Society of Japan, 

(SpectrogTam Normalization Based on (1988-08) 
Separate Vector quantization) 

ファジイベクトル量子化に基づく話者適応 S.Nakamura ASJ Fall Meeting, 
化のHMM音素認識による評価 T.Hanazawa Hakata, (1988-10) 
(Phoneme Recognition Evaluation of HMM K.Shikano 
Speaker Adaptation Using Fuzzy Vector 
Quantization) 

ベクトル量子化話者適応化アルゴリズムの S.Nakamura IEICE Technical 
HMM音韻認識による評価 (Phoneme T.Hanazawa Report, SP88-105 
Recognition Evaluation of HMM Speaker K.Shikano Yokosuka, (1988-12) 
Adaptation Based on Vector 
Quantization) 

音声合成用単位構成を目的とした日本語音 Y.Sagisaka IEICE Fall Meeting, 
韻連接特性の分析(Analysison Japanese Kumamoto Univ. 
Phonetic Sequence Characteristics for Speech (1987-11) 
Synthesis Unit Selection) 

種々の音韻連接単位を用いた日本語音声合 Y.Sagisaka IEICE 
成 (SpeechSynthesis of Japanese Using Technical Report 
Non-Uniform Phoneme Sequence Units) SP87-136, (1988-03) 

aUSn pneOifoepcrth m imSySaynl ntShteheleseicss tiis boUy n nRoiuf ts Nle oUns-ing 
ICASSP'88 Y.Sagisaka 
S14.8 
New York, (1988-04) 

音声合成のための言語処理と韻律制御 Y.Sagisaka Journal of Japanese 
Society for Artificial (Language Processing and Prosody Control 
Intelligence, vol.3 

for Speech Synthesis) no.4, (1988-07) 
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Authors Conference /Journal 
（著者） （発表先）

" 

Understanding Noisy Sentences H.Saito IEICE Technical Report 
by an LR Parser *M.Tomita SP88-28, Sendai, 
(LRパーザによる誤りを含む文の認識） (1988-06) 

A Phoneme Lattice Parsinl!ng iftoior n H.Saito ATR'l'echnical Report 
Continuous Speech Recog TR-1-0033, (1988-07) 

Parsing Noisy Sentences H.Saito COLING'88 
*M.Tomita Budapest, (1988-08) 

時間遅れ神経回路網による音節スポッティ H.Sawai ASJ Fall Meeting, 
ングの検討 (APreliminary Study on A.Waibel Hakata, (1988-10) 
Spotting ,Japanese CV-Syllables by Time- K.Shikano 
Delay Neural Networks) 

Phoneme Recognition by NSecuarlia ng H.Sawai IEICE'I'echnical 
A.Waibel Report, SP88-105 :,~; 

., -'"・... 
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294 

300 
i 

302 uNp etMwoodrkus lar Time-Delay I 
M.Miyatake YokosU:ka; (1988-12) ¥・, 

（モジュール構成ニューラルネットワークの K.Shikano 
スケールアップによる音韻認識） ' 

V.oice Conversion by Analysis- H. Segot ATR'l'echnical Report 

Synthesis Method H.Kuwabara 
TR-1-0013, (1987-12)、

音声認識へのベクトル量子化の適用 K.Shikano IEICE Fall Meeting, 
Symposium 310 

(Vector Quantization Applied to Speech 
Kumamoto Univ. 

Recognition) (1987-11) 

音声認識と言語情報 K.Shikano Natural Language 
Symposium of 312 

(Speech Recognition and Language 
Information Processing 

Knowledges) Society,'l'okyo,(1988-01) 

コネクショニストモデルと音声認識•理解 K.Shikano IEICE Fall Meeting, 
(Connectionist Models Applied to Speech Panel, Tokyo, (1988-09) '327 

Recognition) 

ニューラルネットワークの音声情報処理へ K.Shikano IEICE Special Seminar 
の応用 M.Nakamura on Neural Networks, 329 

(Neural Networks Applied to Speech S.Tamura Osaka, (1988-09) 
Processing) A.Waibel 

P.Haffner 
H.Sawai, etc. 

音声理解のニューパラダイム (ANew K.Shikano A VIRG-SMG Summer 
Paradigm in Speech Recognition Research) Seminar, (1988-09) 336 

音声認識における HMM/ニューラルネット K.Shikano Joint Meeting of 
／特徴ベース Electric & Information 343 

(HMM, Neural Network, and Feature-Based Related So~ieties, ~: 

Approaches) Symposium, Niigata 
Univ. (1988-10) 
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Authors Conference /Journal 
Title(題名）

（著者） （発表先）

ニューラルネットワークの音声情報処理へ K.Shikano Journal of Acoustic 
の応用 M.Nakamura Society of Japan, 
(Neural Network Application to Speech S.Tamura Vol.44-10, (1988-10) 
Processing) A.Waibel 

ASpTeR ech Recognition Research at K.Shikano 2nd Symposium on・ 
T.Kawabata Advanced Man-
A.Waibel Machine Interface 

K.Hatazaki through Spoken 

'" 

, Page 
',  

~47 

巧

361 

,., 

H.Sawai Language, Makaha, ― 
. 

S.Nakamura Hawaii, (1988-11) 
T.Hanazawa 

K.Kita ' 
A.Kurematsu , 

～＇ 

音声情報の認識と理解 K.Shikano Journal of IEICE, 
370, (Recent'l'rends on Speech Recognition) T.Kawabata Special Issues for 

K.Hatazaki Pattern Recognition/ 
Understanding, '・ 

.. (1988-11) 

ニューラルネットワークの音声情報処理へ K.Shikano ATRTechnical Report 
の応用 *S.Katagiri TR-'I-0063 

M.Nakamura (1988-12) 
S.Tamura 

ご; : 

A.Waibel 
H.Sawai 

さ

P .Haffner, etc. 

Research ADch teiOvpciattiro eths meoer f n19St p(8Ae7ep) crh il 
Speech '' A'l'R'l'echnical Report 

~ i 

Processing Processing TR-1-0010 
'.' 

' 

1986 throug Department (1987-12) 

Speech Research at A'fR Speech ATR Technical Report 
Interpreting Telephony Research Processing TR-1-0061 
Laboratories Department (1988-12) 

簡易検索言語を持つ音声データベース管理 K.Takeda ATR'l'echnical Report 
システム TR-1-0009 

一‘(Speech Database Retrieval System -EAL-) (1987-12) 

音声データベース管理システムの構築 K.Takeda IEICE 
(Construction of a Speech Database H.Kuwabara Technical Report 382 

Management System) *S.Morikawa SP87-116 
~ ~ 

(1988-01) 

音声データベース構築のための視察による K.Takeda ATR Technical Report 
音韻ラベリング

Y.Sagisaka 
'l'R-I-0019 

(Phoneme Labeling by Visual Examination (1988-01) 
for Speech Database Construction) H.Kuwabara 

文発声と単語発声における音韻継続長の分 K.Takeda ASJ Spring Meeting, :' 

析 (Vowel Duration in Isolated and Y.Sagwiasb aka Tamagawa Univ., 388 

Continuous Utterances) H.Ku ara (1988-03) 
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研究用日本語音声データベース利用解説書 K.Takeda ATR Technical Report 
(User's Manual for Japanese Speech 

YS .. KSMaa.gAtaibsgae i ka 
TR-I-0026, (1988-05) 

Database) * rI . 

H.Kuwabara 

入力音韻系列に応じた音声合成素片選択法 K;Takeda ASJ Fall Meeting, 
の改良 Y.SagAibsae ka Hakata, (1988-10) 
(An Improvement of the Optimal Units K. 
Selection Method for Speech Synthesis) H.Kuwabara 

On Sentence Level Factors K.Takeda A'l'R Technical Report, 
Governing Segmental Duration in Y.Sagisaka TR-1-0051, (1988-10) 
Japanese H.Kuwabara 

研究用日本語音声データベースの構築 K.Takeda ,Journal of Acoustic 

H*YS.K.S.Kuaagiwtasabagkarira i a 
Society of Japan, 

(A Japanese Speech Database for Various 
(1988-10) 

Kinds of Research Purposes) 

On Sentential Effects in Segmental K.Takeda ASA-ASJ Joint 
Duration Control of Japanese Y.Sagisaka Meeting, Honolulu 

H.Kuwabara (1988-11) (Handout) 

Noise Reduction Using Neural S.Tamura IEICE 
Networks (Neural Networkを使った波

A.Waibel 
Technical Report 

形入出力による雑音抑圧） SP87-112, (1988-01) 

Noise Reduction throutt gUh sWinaE! ve- S.Tamura ASJ Spring Meeting, 
form InNpuet t and Outpu g A.Waibel 

Tamagawa Univ., 
Neural works (Neural Networkを (1988-03) 
使った波形入出力による雑音抑圧）

Noise Reduction Using S.Tamura ICASSP'88 

Connectionist Models A.Waibel 
S12.7 
New York, (1988-04) 

波形入出力による雑音抑圧ニューラルネッ S.Tamura ASJ Fall Meeting, 
トワークの解析 (AnAnalysis of a Noise Hakata, (1988-10) 
Reduction Neural Network Which'l'akes 
Waveforms as Input and Output) 

Phoneme Recognition Using Time- A. Waibel ATR Technical Report 

Delay Neural Networks 
1'.Hanaza wa 'fR-1-0006 

*KG.S , Hinton (1987-11) 
hikano 

*K. Lang 

Phoneme Recognition Using Time- A.Waibel IEICE 

Delay Neural Networks (時間遅れ神
Technical Report 
SP87-100 

経回路網(TONN)による音韻認識） (1987-12) 
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Title(題名）
Authors Conference /Journal 
（著者） （発表先）

さ

DSpeel ech NReuercaol gNniett ion Using Time- A.Waibel Snowbird Conference 
ay works Salt Lake City 

(1988-04) 

Phoneme Recognition: A.Waibel ICASSP'88 

Neural Networks vs. Hiddden 
K.Shikano S3.3 
T.Hanazawa New York 

Markov Models *G. Hinton (1988-04) ;・ ~-

*K.Lang 

Speech Recognition Using Time- A.Waibel Acoustical Society of 

Delay Neural Networks 
America,Spring Meet-
ing, Seattle, (1988-05) 

Modulmariic ty Naenu d Scaliitnwg oirn kLs arge A. Waibel ATR Technical Report 
Phone ural Ne H.Sawai TR-1-0033, (1988-08) -

K.Shikano 

Phoneme Rioen coof gTniitmioen -Dbey l Modular A.Waibel ASJ Fall Meeting, 
Constructi ay H.Sawai Hakata, (1988-10) 
Neural Networks K.Shikano 

Modularihty Rin e Neural Networks A.Waibel IEEE Conf. on Neural 
for Speec ecognition Information Processing 

Systems, Denver, • ----
U.S.A., (1988-11) 

Incremental Learning oorf kLsafrrgoe m A.Waibel USA-Japan Joint 
Phonetic Neural Netw Acoustical Society 
Smaller Subsets Meeting,Honolulu, 

U.S.A., (1988-11) 

種々の合成素片を用いる規則合成システム *T.Yamazaki A'l'R Technical Report, 
における韻律制御法の改良 K.Takeda 'rR-1-0040, (1988-09) 
(Improvement for Prosodic Parameter H.Kuwabara 
Control in Speech Synthesis-by-Rule System) 
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