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Abstract:

The research areas of the Speech Processing Department now ihclude:

(A) Phoneme Recognition and Segmentation.
(1) Feature-Based Approaches:
(2) Hidden Markov Models.
(3) Neural Network Approaches.

(B) Speaker Adaptation.

(1) Speaker Adaptation by Vector Quantization.

© Language Models.
(1) Word Trigram Models.
(2) Word Prediction by Neural Networks.

(D) Noise Reduction.
(1) Noise Reduction by Neural Networks.

(E) Speech Synthesis by Rule.
(1) High Quality Japanese Speech Synthesis by Rule.
(2) Modal Information and Prosodies.

(D) Voice Conversion.

(1) Voice Conversion by Parameter Mapping through Vector Quantization.

(2) Personal Characteristics Analysis by Analysis-by-Synthesis.
(3) Speech Analysis and Synthesis Algorithm.

(@) Phonetics
(1) Analysis of Allophones and Coarticulation.

(H) Speech Database

(1) Japanese Large-Scale Speech Database with Phonetic Transcriptions.

(2) Speech Database Retrieval System.
3 Speech Workbench.

For additional information, contact:

ATR Interpreting Telephony Research Labofatories

Inuidani, Seika-cho, Souraku-gun, Kyoto 619-02, JAPAN

Telephone: +81—7749—5—1311, Telefax: +81—7749—5—1308

E-mail: atr-la.atr.junet! shikano @ uunet. UU.NET (from USA arpanet).
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Research Activities

1. General

- The necessity for automatic telephone interpretation research is described in brief. We
introduce the Speech Processing Department of the ATR Interpreting Telephony ‘Research
Laboratories, and provide an overview of its research activities from N'ovember’198:7 to Deic»eb‘moer'_b _y

‘5"1988

= 1.1 Automatlc Telephone Interpretation Project [Kurematsu-88-01, 88- 11]

The Automatic Telephone Interpretation system is a facility which enables a person speaking
in one language to communicate readily by telephone with someone speaking another language.
It does so by automatically and simultaneously transforming the dialogue from the speaker’s to
the listener’s language. At least three constituent technologies are necessary for such a system:.

speech recognition, machine translation and speech synthesis.

Since this is a new concept, a number of feasibility studies and evaluations must still be made.
A high degree of performance from each of the constituent technologies and system user
fr1end11ness are also essential. According to a feasibility study report publlshed in 1985 by ‘the
Japanese Ministry of Posts and Telecommunications, realizing a system llke this w111 requlre at
least fifteen years. One more important requirement of this ambitious pro_]ect is the ongoing

cooperatlon of research institutions in Japan and abroad.
1. 2 Speech Processmg Department

The ATR Interpreting Telephony Research Laboratories, Dr. Akira Kurematsu, president,.
have three departments. They are the Natural Language Understanding Department, the
Knowledge and Database Department and the Speech Processing Department. At least three
basic technologies, which include speech recognition, machine translatlon and speech synthe51s :
are necessary for such an interpreting telephony system. Moreover, integrated research into tvhese ,
technologies is also very important. We propose an interpreting telephony model shown in Figurre;
1-1. In this model, language processing is split into a language source modeling stage and a
language ana1y51s stage. Main targets of our research laboratories are fundamental research 1nto
speech and language processing and integration of speech and language processing technologles
to demonstrate the feasibility of an automatic telephone interpretation sysﬁem.These’labo‘rator_ies:
were founded in April of 1986 with the support of the Japan Key Technology Center; ATR>
International, NTT, KDD, NHK and other Japanese enterprises. |

,;The Speech Processing Department, headed by Dr. Kiyohiro Shikano, is one of this endea\’zor. ‘
The research areas’of the Speech Processing Department are speech recognition , speech ‘syrilthe‘s_is.
a_nd speech databases. These research areas are aimed at advanced technologies capable of
reeogbnizing continuous speech from any speaker and synthesizing high quality speech with the

characteristics of various speakers. These technologies, which are indispensable to realize an
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Figure 1-1. Proposed Interpreting Telephony Experimental System SRR

1nterpret1ng telephony system must be consider ably 1mproved by 1nvest1gat1ng ‘these ﬁelds and

explormg 1novat1ve techmques and br eak through technolog1es

The Speech Pr ocessmg Depa1 tment is compr1sed of two major gr oups a speech recogmtmn‘_}
group and a speech synthesis and phonetics group. The speech recognition group is mainly
directed by Drs. K. Shikano, A. Waibel, T. Kawabata and H.Sawai. The speech synthesis and
phonetics:groupis mainly directed by Drs. H. Kuwabara and Y. Sagisaka.

' As of December 1988, efforts aimed at speaker—dependent phoneme recogn1t1on and speakér- :
1ndependent phoneme segmentatlon have resulted in dramatically 1mproved phoneme:
recogn1t1on performance and continuous speech recognition system 1mplementat1on ‘We are still
pursu1ng three approaches (1) F eature-Based approach especially for phoneme segmentation, (2)°
Hldden Markov Model approach ‘and " (3) Neural Network approach. Continuous speech’
recogn1t1on ‘and word spotting efforts have also continued. For speaker—lndependent speech"
re'cogni'tion' a Speaker 'adaptatiorl approach has been undertaken using the ‘concept of Fuzzy
Vector Quantlzatton ‘and Spectrum Mapping. In the area of language models; the N-Gram
approach us1ng Neural Networks and a language source modelmg approach usmg the generaltzed '

LR parser “have been followed

Analys1s efforts for the explorat1on of Allophones and Coartzculatton phenomena have been~
undertaken ut1l1z1ng a large scale speech database. In order to reallye a h1gh qual1ty rule-based
speech synthes1s system we are workmg in four areas, such as a speech synthe51s by rule based
on M ultlple Speech U nits from a phoneme labelled speech database, high quallty speech analys1s:

and synthes1s algorlthms voice conversion algor1thms from one speaker to another based on.:'
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Vector Quantization and Mapping, and a relationship analysis .of Modal information and
Prosodics. Moreover, non-parametric noise reduction algorithms using Neural Networks -have
been 1nvest1gated and cross- 11ngu1st1c v01ce convers1on from MITALK to a Japanese speaker has

_]ust been initiated.

A large -scale speech database w1th phonetlc transcr1pt10ns ma1n1y for research in speech
recognltlon and speech synthes1s has been developed with con51deral)1e support from other speech
research labor‘atorles “A speech ‘workbench and a database retrieval ’system" Have been
1mp1emented on a micro Vax station in order to pr0v1de résearchers with'a tool for ¢ easy ‘aceéss and

manlpulatlon of speech data.

2. Research Activities [Speech-88-12] : IR R R Py
‘7 i.Research activities in the Speech Processing Department. from. November, 1987, through
December, 1988, are summarized below, and related technical publications are quoted. . ;;
2.1..Phoneme Recognition and Segmentation

“ Reliable phoneme recogrition and segmentation algorithms have been studied Iead‘ir‘ig' to

cons1derab1e improvements over conventional approaches. We have beéen pursuing three

approaches a Feature-Based approach, a Hidden Markov Model approach, and a Neural Network

approach. These improvements resultéd in the successful 1mp1ementatlon of a’continuous speeCh
recognition system such'as HMM-LR by combining- HMM with the generalized LR. parsing
algouthm L

2.1.1. Feature Based Approach [Hatazaki, Komori, Kawabata, Tamura, Murayama,

Tanaka]

A spectrogram readlng semlnar taught by Prof V1ctor Zue was held in February of 1986.

S1nce that t1me the spectrogram readmg sess1on has been convened on a weekly bas1s Many_

researchers in our department can now read phonemes of Japanese utterances w1th relatlvely

hlgh accuracy

-.-In,order. to ‘clarify the differences of spectrogram reading features between.English and

Japanese, statistical analysis-has been carried out based on the large yocabulary speech-database

with phonetic.transeriptions .

In particular, phoneme boundaries can be identified correctly in Japanese utt"eran‘ce:s’usin"g‘

expert’s knowledge. Now we-are developing an expert system for phoneme segmentation using the

expetttool, ART.-A Symbolies lisp-machine for running ART and a-micro Vax station for feature:

extraction of input speech are connected and used to implement a phoneme segmentation expert.

system. The phoneme segmentation knowledge for consonants, excluding contracted consonants,
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~ hasbeen described by ART. The phoneme segmentation expert is integrated with a TDNN neural
networksfor consonant discrimination; ’

. Technical Publications:  [Hatazaki-88-08, 88-01, Kawabata-87-12], [Progress will be
presented at ICASSP89] I o
2 1. 2 Hldden Markov Models [Hana7awa Kawabata Maruyama Kita, Shlkano]

Hldden Markov models have been studied to determine how to best use models in the trammg
stage on the forward-backward algorithm. The number of states, tied probabilities of transition
and output, parameter smoothing techniques, initial probability settings .and durat_io_n control
techniques were studied based on the task of phoneme recogrﬁtion in our large vocabulary speech
database described in section 2.8.1. After that the HMM phoneme models have been improved by
introducing Separate V@ (multiple codebooks) and Fuzzy V@ techniques. These improvements
resulted in a 7.5% phoneme recognition rate improvement; from 86.5% to 94.0%.  The HMM

phoneme model approach is also applied to English word recognition.

The Hidden Markov models based on phoneme units have now also been applied 'su’cceésfulli’
to word spotting in continuous speech. Moreover, the HMM phoneme models are combined with a
generalized LR parser to efficiently récognize a Japanese phrase input, where th‘? LR parser can '
predict phoneme candidates to the HMM phoneme models. This system is called HMM -LR. The

HMM-LR can recognize Japanese phrase input with a phrase recognition accuracy of 83%.
Technical Publications: =~ [Hanazawa-88-11, 87-12, Kawabata-88-11, 88-06, Kita-88-10b]; * -

[The HMM-LR and the continuous speech recognition system based on word spotting will be
presented at ICASSP89] : ‘

2.1.3. Neural Network Approaches [Waibel, Sawai, Miyatake, Haffner, Shikano]

Usmg Neural Networks, phoneme recognltlon in continuous utterances has been
1nvest1gated A time- delay neural network (TDNN) now achieves hlgh phoneme recogmtmn rates
f(’)r_the task of speaker-dependent discrimination not only among the voiced consonants, /b/,/d/,i
and /g/ but also for full consonants. All consonants were extracted from the phoneticalAly'label;'l'ed;
large vocabulary database , i.e., from 5240 common Japanese words spoken by three speakers.
The TDNN attains a 98.6% phoneme recognition rate for the /b/,/d/, and /g/ task, and 96.7% for the
full consonant task. Phoneme spotting by TDNN aimed at determining a continuous speech

Ijecognitiqn approach by neural networks has been initiated.

Efforts to speed up the back-propagation algorithm have resulted in a 600 times speedup of-
the- TDNN. This speedup and the use of an Alliant mini-supercomputer make it possible to:

challenge larger scale neural networks. -
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-‘Technical Publications: - [Sawai-88-12, Waibel-87-12, 88:04a, 88-04b, 88-05, 88-10, 88-1}a,
88-11b], [Consonant recognition networks and the phoneme spotting-based-on TDNN willjbe'
presented at ICASSP89], [Related ATR technical reports are also available on request]

2.2. Speaker Adaptation
A1m1ng at a general preprocessor for speaker normallzatlon speaker adaptatlon research
usmg vector quantlzatlon techniques has been studled Discrete spectrum space representatlon by

vector quantlzatlon makes it possible to reahze sophlstlcated speaker adaptatlon / normahzatlon
2.2.1. Speaker Adaptation by Vector Quantization|S. Nakamura, Shikano}.i= -

Asa general pl eprocessor to a phoneme recognlzer speaker norma117at10n algorlthms have
been developed. The algorithms adopt vector quantization as a discrete representatlon of spectral
space. Discrete representation makes it possible to carry out sophisticated spectral normalization
or'mapping from ope‘-speaker to another. In previous studies, algorithms-using-a single codeboek
were developed, and a complex spectral distortion measure which is compesed of a spectrum term,
a-differenced spectrum term and a differenced power term was adopted.. The complex measure
improved the word recognition results, but this'resulted in significant distortion degradation of
the spectrogram distortion.' In order to ﬂ.reduce this degradation, algorithms with multiple
codebooks (separate VQ) have been investigated. These algorithms are called-“speaker-adaptation
by separate vector quantization”, and attain good performance in- expernnents__evalna:tmg
spec{trogramﬁdistgrtion and in ph(_meme recogni;cion e)rperi.ments. These alg‘orithrns: are
succ‘essfully appiied te voice conversion " as described in section 2.6. Moreover’ fuzzy vvecr;o:r

quantlzatlon techmques have been 1ntroduced to reahze more accurate speaker adaptatlon

These technolog1es lead us to an HMM speaker adaptatlon algorlthm gr eatly 1mproved over
previously reported algorithms. These algorithms will be also applied to neural network speech

recognition and feature-based speech recognltlon asa speaker normalization preprocessor

" Technical Publications: [S.Nakamura-88- 02 88- 08a 88- 08b '88- 12] [Speaker adaptatlon
us1ng fuzzy VQ will be p1 esented at ICASSP89] . o

2.3. - Language Models

The ATR Interpreting Telephony Laboratories also include two other departrnents'which
are:rstudying -language models more déeply than the ,Speech Processing ‘Department.
Nevertheless, the Speech Processing Department has been studying language models based on
bottom-up word prediction and statistical word prediction in collaboration with the other

departments. We have been taking two approaches: a word trigram approach and a neural
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nietwork approach (Netgram xnodel),'to predict the next word set. Such bottom-up-word prediction
approdches should be combined with top-down approaches in language processing. - .-.
As another‘t'op-‘downdlain‘guage model, the generali'zedL"R parser has heen-adoptedf with the
aim of better language source modeling.

2.3.1. Word Trigram Models [Saito, Shikano]

Trlgram language models based on word categm ies were introduced in order toi 1mprove word
recogmtlon results for Enghsh sentences utte1 ed word by word. Probabilities of the trrgrams of
word categorles were estimated usmg the Brown Corpus Text Database ‘Moreover, hlgh
probabilities of common: word sequences such as frozen word sequences were extracted from the
Brown Corpus Text Database. These probabilities were integrated using a dynamicprograrnming

algorithm, and improved word recognition from 80.9% to 89.1%.

‘Thé generalized LR parser is introduced to predict next words/phonemes. The LR parser can
be regarded not only as a'parser for input word sequences but-also as a.language seurce model for
word/phoneme-prediction. The LR parser is successfully-integrated with HMM phoneme medels. tor
recegnize a:Japanese phrase-utterance, where.the LR parser predicts phoneme candidates
aecording to the LR table. The LR:parser will be developed for better language source-modeling: by
introducing the probabilities of phoneme sequences.and word sequences automatically estimated
from the large-scale text database. :

- Other low-level ‘l'ingvuistic information is contained ‘in phoneme sequences' The use of
phoneme sequence 1nformat10n will be started aiming at source modelmg of Japanese speech
inputs. v S '

Technlcal Pubhcatlons [Saito-88—()6, 88-08, Kita-88-10b], [The HMM—LR will bepresented
atICASSPSQJ R e
2. 3 2 Word Predlctlon by Neural Networks [M. Nakamura Shlkano]

N A neural network approach, the Neigram, has been developed to predict words usrng the
Brown Corpus Text Database The results have been compared to the results of tr1gram modehng
The analysis of internal representation of the Netgram reveals some correspondence to language
categories. In order to realize this approach practically and quickly, further improvements to our
learning network simulator have been made. Application to model Japanese phrase inputs will be

s.ta_rted:shortl‘,y.

+ -Technical Publications: - [M.Nakamura-88-06, 88-11], [The Netgram will be presented-at
ICASSP89], [Related ATR technical reports are available on request] .

2.4. | Noiseb Reduction |

In order to bring speech recognition technologies into the field, reduction of various noises
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must be implemerited. We are now looking for new noise reduction mechanisms using various
kinds of neural networks.

2.4.1. Noise Reduction by Neural Networks [Tamura, Waibel] = -+ 2057

= Noise reduction algorithms using neural networks have been under investigation using the
back-propagation ‘algorithm on multi-layered feed-forward networks. During training, the.
networks develop theirinternal representation for a mapping from a set of noisy signals to the set:
of noise-free signals with noise-added speech signals as inputs and noise-free speech signals as:the:
target outputs. The training is carried out using the digitized speech wave itself. Noise reduction:
algorithms already effectively eliminate computer room noise. _Eﬂectiyengss,fo; othet‘)(_go;iggrand;
other speaker is also bein‘g‘ studied. The internal representation of the noise reduction riql;wo;'ks is.

being investigated. This investigation has somewhat clarified the noise reduction mechanism.

Technical Publications: [Tamura-88-01, 88-03, 88-04], [Related noise reduction nmetworks‘
are also presented at ICASSP89] SRR

2.5, Speech Synthesis by Rule
A high quality speech synthesis system by rule should be realized as-an important part of the
ifiterpreting telephony system. A synthesis system based on flexible synthesis units is:under
developmernt, and speech synthesis algorithms are evaluated to realize a better synthesis s‘ys't.em.’
Also, rules between speaking styles and prosodic control have been studied.
2.5.1. High Quality Japanese Speech Synthesis by Rule [Sagisaka, K. Abe,
Takeda, Poser}] D S - S o
" In speech synthesis by rule, various kinds of synthesis units such as phonemes, dyads, CV-
syllables-and CVC units have been proposed. Our proposed synthesis scheme is different from:
ordinary systems in two ways. One is the flexible use of non-uniform synthesis. units, and the
other is the-choice of optimal units of multi-templates using criteria such as feasibility of unit
concatenation and fitness of units to target context. The strength of coarticulation for CV
syllables is also investigated in' depth. The place-of articulation is much more dominant than-the

manner of articulation from the viewpoint of coarticulation phenomena.

Prosody control models to generate natural Japanese synthesized utterances are studied

based on the speech database with pitch information. -

Speech synthesis algorithms are evaluated over LPC, Cepstrum, and PSE. OLA(overlapping

add) synthesis algorithms are also evaluated. . -

A prototype speech synthesis-by-rule system has been implemented, and efforts at

improvement are continued..

R.A.T
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[Related ATR technical reports are available on request]
2.5.2. Modal Information and Prosodics [Miyatake, Sagisakal - .~ .-

+'Effects.of speaking styles on: prosodic .parameters- were analyzed to.clarify. the inter-
relatignship of pitch patterns, power patterns and durations: The analysis shows that differences:
among speaking styles.are strongly reflected in pitch.and power patterns, The results suggest. the
possibility of a new prosody control model for speech synthesis. Prosodic models have been studied.
to-realize more natural synthesized speech by rules.. - . -

"'Technical Publications: [Miyatake-'88405aj,’ [Related"A'I‘R'techniéél reporis are available
onrequest] v o o e s R - B T TP AR

2.6. Voice Conversion B

Voice conversion from one speaker to another is an important aspect in r.ééiizirié an automatlc
telephone interpreting system. Voice conversion algorithms based on vector quantization and
spectrum mapping have been developed. We have also started -to.:analyze personal voice,
characteristics using analysis-by-synthesis methods. Moreover,.cross-linguistic voice conversion
from MITALK to a Japanese female voice is tried with some success. A new speech analysis-and:
synthesis algorithm based on short-time Fourier transform has been investigated in order to.deal

with more personal voice characteristics.

2:6:1. Voice Conversion by Parameter Mapping through. Vector
Quantization [M. Abe, S. Nakamura, Kuwabara, Shikano]

‘A new .voice conversion technique through vector quantization has.been studied. The
algorithms used: in this voice conversion are basically the same as the spectrum. mapping
described in section.2.2. The algorithms have three codebooks, for spectrum, power and pitch.
Yoice conversion.from male voice to female voice was tried and a listening test shows that the
converted voice was uniformly judged to be female. In order to improve the converted voice, vector.
quantization of residual waves and use of fuzzy vector quantization techniques are now being:

explored.

¢ ‘Moreover, a preliminary experiment in-cross-linguistic voice conversion from.- MITALK to

Japanese female voice is successfully carried out. -
- Technical Publications: - [M.Abe-88-04, 83-02]

2.6.2. Personal Characteristics Analysis by Analysis-by-Synthesis [Segot,

Kuwabara]

Aiming to improve the quality of speech, the modification of formant frequencies and’

bandwidths has been studied. These modification techniques will be applied to analyzing personal
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voice characteristics. Attention is now focused on the dynamic aspects of spectral parameters that

convey personal voice characteristics.

2.6.3. Speech: Analysrs and- Synthesm Algorlthm IM: Abe, Tamura, Kuwabara,
KAbe] - LT T e e 1 e . . L A T e s Shif, oot

A new 5peech.analysis and: synthesis-algorithm based on short-time. Foiirier .transform has
been investigated,aiming at better separation between spectral-envelope information and vocal

source 1nformatlon not only for h1gh quahty synthesxs by rule system but also vo1ce conversmn

'Iechmcal Publlcatlons ) [M Abe 88 09] [The algor1thm w111 be, presented at lCASSP89|

2.7. Phoneties R PR T oo
Analysis of speech phenomena has been started using our large vocabulary speech database in

order to clarify allophonic and coarticulatory phenomena.

2.7. 1 Analysm of Allophones and Coartlculatron [Takeda Kuwabara]

As a ﬁrst step in analyzmg allophonlc and coartlculatory phenomena devocahzatlon of vowels
was studled us1ng our large vocabulary speech database The contexts of the devocallzatlon are

predlcted by rules. Next, phoneme duratlons have been studied using our large speech database -

Techn1cal Pubhcatlons [Takeda 88-11, Kuwabara 88- 05b]

2.8. Speech Database
A speech database with phoneme labels:is essential and necessary not only for :speech

recognltlon research but also for speech synthesis research

2.8.1. Japanese Large- Scale Speech Database w1th Phonetlc
’lranscrlptrons [Takeda, Kuwabara M. Abe]

A large scale Japanese speech database has been constructed at ATR w1th the help of several
other laboratorles For multiple transcr1pt1ons three types of categorles are considered: phonetlc
labels, acoustic events and allophonic variations. To date, about 8,500 words uttered by seven
professional announcers, have‘ b.e_en collected and transcribed.‘ The speech‘ database :haS_ been

effectively used to perform speech research at ATR.

A continuous utterance speech database with phonetic transcription has been constructed, in
which phoneme balance is considered from the viewpoint of entropy of CV and VC occurances.
Prosody-labels have been tried en the continuous utterance speech database. -

" Technical Publications: [The ATR database will'be introduced at ICASSP89], [Related

ATR technical reports are available on request]]
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-2.8.2.-Speech Database Retrieval System [Takeda, Kuwabara] -

To easily access the speech database, a database management system was developed. The
system was implemented using the relational database UNIFY. The easy access language,:EAL,

was implemented using the host language interface on UNIFY. EAL is now widely used at ATR. -
Technical Publications: = [A technical report on EAL is available on request ]
2.8. 3 Speech Workbench [Maruyama, Tanaka, Murayama Kawabata]

A speech workbench for speech researchers has been developed on a micro Vax statlon based
on x-window. The main features are high quahty spectrograms, easy extension of functlons and.

easy access to the speech database.

Technical Publications:  [Related ATR technical reports are available on request] -

3. Research Staff

The research staff is malnly composed of members from the research 1nst1tute and

laboratorles which support ATR, ‘and v151t1ng sc1ent1sts They are listed below:

Dr. Kiyohiro Shikano, Department Head (NTT, 1'98‘6'.“_6“-:—‘_ )
Dr. Hisao Kuwabara, Supervisor (NHK, - 1986.10— )
Dr. Yoshinori Sagisaka, Senior Researcher (NTT, 19864 — )
Dr. Takeshi Kawabata, Senior Researcher (NTT, v . 1986.9 — )
Dr. Hidefumi Sawai, Senior Researcher - (Ricoh, A 19884 — )
Dr. Alex Waibel, Invited Researcher (Carnegie-Mellon, 1 987.5 —1988.8)
Dr. William Poger Invited Researcher (Stanford Univ.,  1988.9 = )
Shin’ichi Tamura? Researcher ( Sony, | >11986 9 — )
Kaichiro Hatazaki, ~ Researcher  (NEC, 198612~ )
Masanori Miyatake, - Researcher (Sanyo, - | o 1986.9 -, )
Masami Nakamura, Researcher (Sumitomo Metal, 19879 — )
Yasuhlro Komorl Researcher (Canon, o 1 988.9 — )5
Katsuo Abe e ' R_es_earcher ( Toyocom; | S _ 1987,3 — ):_
Satoshi Nakamura, Researcher . (Sharp, : : 1986.9‘*— )
Masanobu Abe, Researcher - (NTT, : 19874 — )
Kazuya Takeda, Researcher (KDD, 1986.8— )
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Katsuteru Maruyama, [Researcher (Nitsuko, 19873 — )
Toshiyuki Hanazawa,  Researcher (Mitsubishi Elec,  1987.3 — )
Hiroaki Saito, Visiting Researcher (Carnegie-Mellon, 1988.3 — 1988.7 )
Kooichi Murayama, Engineer (DEC Japan, 1987.9 — 1988.8)
Takaharu Tanaka, Engineer (DEC Japan, 1988.9 — )
Hubert Segot, Intern student (ENST, Franpe, 1987.4 — 1987.11)

Patrick Haffner, Intern student (ENST,F rance, 1988.4 — 1988.11)

4, Research Facilities

The Speech Processing Department facilities include a number of computer systems which are
connected through Ethernet. The computer systems include a Vax 8600, a Vax 8700, a Vax 8800
and an Alliant 9800 (eight-CPU array processor). Every researcher also has a micro Vax sﬁation
or a C Vax with an AD/DA device. Four Masscomps (MC5600) and one micro Vax II which are
equipped with 16 bit AD conversion devices are used to collect speech data. Three S3670s

(Symbolics) with ART are used for implementing a phoneme segmentation expert system.

R.A. 11
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at the Speech Processing Department,

ATR Interpreting Telephony Research Laboratories.
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(Abbreviations in the technical publication list)

ASA : The Acoustical Society of America
ASJ : The Acoustical Society of Japan
IEICE : The Institute of Electronics, Information
and Communication Engineers (Japan)
FASE : Federation of Acoustical Society of Europe
ICASSP : IEEE International Conference on Acoustics,
Speech, and Signal Processing

COLING : International Conference on Computational Linguistics
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Technical Publication List at the Speech Processing Department
(November, 1987 through December, 1988)

(Bold~letter titles show papers written in English or with an English abstract)

Rele O Title(E%) ‘Az“%ﬁ_ggs | Cmfef;g‘ ;g;’ urnal el
Haffner Fast Back-Propagation Learning | P.Haffner  [AS] Fall Meeting, .- | 3¢
-88-10 |Methods for Neural Networks in A.Waibel - |Hakata,(1988-10) {1

" |Speech K.Shikano - S
Haffner |DyNet, a Fast Program for P.Haffner  |ATR Technical Report, | . ..
-88-11a Learmng in Neural Networks TR-1-0059, (1988-11) - |.~ii
Haffner [FastBack-Pro pagatlon Learning P.Haffner - |ATR Technical Report,
-88-11b |Methods for Neural Networks in A Waibel |TR-1-0058, (1988-11) —_

R Speech : : . H.Sawai R
L o ' K.Shikano

Hanazawa [Hidden Markov{' 7V % ﬁﬁ v t AASBAFH| T.Hanazawa [EICE ) 3

@12 (REDOHF] R e 1. [Technical Report .. .
R R (Recogmtlon ofJapanes_e Vmced Stops T'Ka,wabata SP87-98 =

o Using Hidden Markov Models) K.Shikano . (1987-12)

Hanazawa |Hidden Markov Model # M- B A ﬁ T Hanazawa ATR Technical Report s
-88-01  [Z4E o #Sl = _ ;o TRI1-0018 -« | o
o * |(Phoneme Recognition of Japanese Voiced - T'Kav‘,’abata‘ (1988-01) ST I

_ . |Bursts by HMM Phone Modeling) K.Shikano - | ,

Hanazawa [HMM % fij\» - S #8308 517 2 6% o | T.Hanazawa  |ASJ Spring Meeting, |
-88-03 ' [FiEILFHEOKE (Output Probability for T.Kawabata |Tamagawa Univ;, 9

.~ |HMM Phoneme Recognition) ‘ K.Shikano [(1988- 03)

Hanazawa [HMM % #7#2 31 5 7 V3B 045 | T.Hanazawa |[IEICE Technical Report G

-88-06 |(Studies for HMM Phoneme Recognition) | T.Kawabata [SP88-22, Sendai, 11

T , K.Shikano (1988-06)

Hanazawa [Duration Control Methods for T.Hanazawa |ATR Technical Report, |-
-88-10a [HMM Phoneme Recognition | T.Kawabata |TR-I-0050,(1988-10) . | 18 |

. ' K.Shikano e '

Hanazawa [HMME #H5 p%k BIBE -t~y b | T.Hanazawa |ASJFall Meeting, = | .

-88-10b (BTt oiE (Study of Separate Vector | T.Kawabata |Hakata, (1988-10) | 28
: Quantization for Phoneme Recognition) K.Shikano : L

Hanazawa|Duration Control Methods for T.Hanazawa [ASA-ASJ Joint - el

~-88-11 JHMM Phoneme Recognition T.Kawabata [Meeting, Honolulu ~ | 18 |

K.Shikano : [(1988-11) (Handout)

| Hatazaki (A«x> bo s a0 -5+ 07 Mmikt Bv K.Hatazaki [IEICE B
7.88-01 [ HEMMI ¥ AN P U AT N S.Tamura  |Technical Report 30
' (Phoneme Recognition Experts System T.Kawabata [SP87-117
' |Using Spectrogram Reading Knowledge) K.Shikano [(1988-01)

| Hatazaki [z~ boryn.y—74 v 7@t Ay | K.Hatazaki |ASJ Spring Meeting, - |-

-88-03 |hBHEEIAVF - avORA S.Tamura |Tamagawa Univ., 36 |
" |(Phoneme Segmentation Using Spectrogram T.Kawabata [(1988-03) S
L Readmg Knowledge) o  K.Shikano o
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- (November, 1987 through.December, 1988)

(Bold letter titles show papers written in anltsh or with an English abstract)

— - Authors Conference fJournal " {_ "
"'.'Ref.ID 'Fltle(h@) (%%) | REH) .- | Page}
Hatazaki [Phoneme Segmentation by an K.Hatazaki. qeventh FASE T
-88-08 |Expert System Basedon | STamura [Symposium . . [ 38|
Speotrogram Reading Knowledge T.Kawabata }Ldmburgh (1988 08)
o K.Shikano-
| Hatazaki x N PR Az ES | K Hatazaki. |ASJ Fall Mecting, | .
- -88-10 FEERE O - S:Tamura |Hakata,(1988-10). . | 46 |
. (Segmentatlon of Unvoiced Fricatives Usmg T.Kawabata | * ° - S ]
Spectrogram Reading Knowledge) ~K.Shikano - o
Iso BHET - N— 2Ny FOEKE *K.Iso ASJ Spring Meeting, :
=:88-03 * |(Design of a Japanese Sentence Listfora - | *T.Watanabe -{Tamagawa Univ;,- - . 48
£ Speech Database) H.Kuwabara |(1988-03) 1 |
' K.Abe |ADBBAFTNIG L 2 EHBRA 0BRIE K.Abe  |ASJ Spring Meetmg,
| -88-03 |[(A Synthesis Unit Selection Method Y Sagisaka Tamagawa Univ., 50
R Adapting toan Input Phoneme) - t.Dag (1988-03)
K.Abe |Onthe UnitSelection Measurefor |  K.Abe  |ASA-ASJ Joint = 1
-88-11 |Speech Synthesis by Rule Using = [ Y.Sagisaka [Meeting, Honolulu 52 |
’ Multiple Synthesis Units S (1988-11) (Handout) |
K.Abe  [On the Unit Selection Measure for K.Abe ATR Technical Report, | .|
‘188 12 |Speech Synthesis by Rule Using - Y.Sagisaka [T'R-1.0053,(1988:12) = | 92 |
Multiple Synthesis Units ' P '
Katagiti |z <y b oo oo rgEy~y vy | *SKatagiri IEICE |
‘.88-01 S -h Labeling Using a Spectrogra ) K.Takeda |Technical Report 62 _
peech Labeling Using a Spectrogram Y.Sagisaka [SP87-115,(1988-01)
Kawabata |[AAER <7+ L7 5 AE#okiEe ot | T.Kawabata  |IEICE Technical Report|.
“:87-12 ° |B:(Sound Spectrogram Features in S.Tamura - {SP87-95, (1987-12) 70
Japanese) K.Hatazaki :
Kawabata [HMME R #BICETT - FRARy 7 1 » | T.Kawabata |ASJ Spring Meeting, - | _ &
~88-03 |7 (Word Spottlng Method Based on HMM T.Hanazawa {Tamagawa Uniy., . 1.76
; Phoneme Recognition)- K.Shikano  [(1988-03): -
Kawabata [HMM & #3835 (7 — F2 4 v 7 1 > | T.Kawabata  |IEICE Technical Report| - *|
--88-06 - {27 (Word Spotting Method Based on - 'T.Hanazawa - |SP88-23, Sendai, 1 78
- |HMM Phoneme Recognition) K.Shikano [(1988-06)
Kawabata [HMME S & v /- B85 55 0 2 | T.Kawabata |AS) Fall Mecting, |, .|
-88 10 (Japanese Phrase Recogmtlon on HMM K.Shikano [Hakata,(1988-10) 84
. Phone Units) . : .
Kawabata [Word Spotting Method Based on | T.Kawabata [ASA-ASJ Joint
_-88-11 |HMM Phoneme Recognition T.Hanazawa  |Meeting, Honolulu - 36
e | . K.Shikano ((1988-11) (Handout): - {
Kawabata [Word Spotting Method Based on T.Kawabata ATR Technical Report,
.-.-88-12 . |HMM Phoneme Recognition T.Hanazawa [TR-I-0057,(1988-12) | —
: K.Shikano
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(Bold letter titles show papers written in English or with an English abstract)

P ) Auth Conference /Journal | ]
: Ref.ID Title(RE %) (‘%%OI;S : on ex(%ri%e%;)urna - |Page|
Kita [HMM& #EH & LR/~ % B\ 72 CH 2 K.Kita  [ASJFall Meeting, | |
~:88-10a [ (HMM Continuous Speech Recognition T.Kawabata |[Hakata, (1988-10) 97
: Using Predictive LR Parser) H.Saito ' o
— Kita . [HMM% 82 & FRLR C— % % v 72X K.Kita  [IEICE Technical Report|
_-88-10b - [#i72# (HMM Continuous Speech Recog-| T.Kawabata [Tokyo, (1988-10) 99
2 nition Using Predictive LR Parsing) H.Saito o

Kure [EFEOMBFSL—RB/EBICE5EHM | A Kurematsu |[[EICE Fall Meeting,

-~ matsu |81 O 5 H R (Study Items for Intelligent Panel Discussion ) 106 _
. -87-11  [Speech Communication with Recognition and Kumamoto Univ.
R Synthesis) (1987-11)

Kure |Prospectofa Basic Study for the - A Kurematsu 1st International Sym- '
|..matsu- |Automatic Telephone , . posium on Advanced 107
~ -88-01 . |Interpretation -[Man-Machine Interface:| ..

R AR Through Spoken Lang- |
_ -juage,Tokyo,(1988-01)
Kure [A~27 s gaiiEksdEFFERL A.Kurematsu |Science Promotion o
. matsu = |[(Phonemic Description Based on Committee, Language _ 111
-88-05 [Spectrogram) & Speech Group. 152
S 1o WG, (1988-05)
(Handout) »
. Kure .. |BE#EIREFEONRENM A Kurematsu [Journal of IEICE, = | . |
- matsu |(Perspective of Automatic Interpreting v0l.71 no.8, (1988-08) 120
-88-08 |Telephony Research) : :
. Kure = |Overview of Telephone A Kurematsu |ASA-ASJJoint |
.matsu  |Interpretation Research at ATR K.Shikano [|Meeting, Honolulu, 1123
- -88-11 Special Symposium,
, - 1(1988-11)
Kuwabara |Quality Control of Speech by H.Kuwabara |ATR Technical Report
. -88-02 |Modifying Formant Frequencies TR-1-0023 —
N and Bandwidths (1988-02)
Kuwabara [Analysis and Prediction of Vowel- | H.Kuwabara |ATR Technical Report | |
.-88-05a ([Devocalizationin Isolated K.Takeda (TR-I1-0026,(1988-05) |132
; Japanese Words (Kuwabara-88-05)
Kuvgaobaga Analysis and Prediction of Vowel- | H.Kuwabara |Acoustical Societyof 13 9
..-88- 5 Devocalization in Isolated K.Takeda ﬁ?:é:;gg;’glge
| Japanese Words (1988-05) (handout)
|Kuwabara Speech Synthesis, Voice H.Kuwabara [2nd Symposiumon =~ | . . |
-88-11 = {Conversion and Noise Reduction Y.Sagisaka |Advanced Man- 146
Research at ATR S.Tamura [Machine Interface '
: M.Miyatake |through Spoken
K.Abe,M.Abe |Language, Makaha, -
K.Takeda {Hawaii, (1988-11)
K.Shikano
A.Kurematsu
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' - (November, 1987 through December, 1988) .

_ (Bold letter titles show papers written in Engltsh or with an English abstract)

: ! : ;
Ref.ID Tltle(%%) A(glgl)s o Confet(‘gil ;5:/;;) wrnat. Pagel
M Abe Voice Conversion through Vector M.Abe IEICE - - 155 |
-88-02 Quantization S.Nakamura - [Technical Report - 195}
o K.Shikano [SP87-124 g
; L [ PR &2 R ‘H.Kuwabara |1988-02)
5 '.-M.Abe Ry P VBRI E z,iﬁﬁT;g&o)n:F{ﬂ M.Abe - |ASJ Spring Meetlng, 1 i
. 788—03  \Evaluati £V Con r: nth h ‘S.Nakamura  {Tamagawa Univ., 161 -
- (Bvaluation o oice Conversion throug "K.Shikano |(1988.03)
SR + [Vector QUantization) ) H.Kuwabara o . v
- M.Abe |Voice Conversion through Vector M.Abe ~[ICASSP'88 Aial
- -88-04 Quantiza.t'ion & S.Nakamura [S14.1 - 163 |
I b K.Shikano = |New York
S - ‘H.Kuwabara |(1988- 04) - o
M.Abe' FFTA% kL& 0 Signal Reconstruction M.Abe . [IEICE Technical Report o
-88-09 iz & » TEEHEFE (A Speech S.Tamura |Nagoya, SP88-48, 167 |
: " [Modification Method by Signal H.Kuwabara [(1988-09) k
|Reconstruction Using Short-Time ' )
L . Fourler Transform ) ‘
M.Abe |[FFT2 % } L% & & Signal Reconstruction M.Abe ASJ Fall Meeting, 5
-88-10 [ic & 5 EF LT (Speech Modification S.Tamura |Hakata, (1988-10) 175
Method by Signal Reconstruction Using H.Kuwabara ,
_ " |Short-Time Fourier Transform ) ) 4
M.Naka |73 27 a=2 FEFMICE 5 EEFFE | M.Nakamura |ASI Qprmg Meeting, |-,
mura |DR&EE (A Study of Word Category K.Shikano Tamagawa Univ., R 1.77 :
~-88-03° |Prediction by Connectionist Models) - o |(1988-03)
‘M.Naka {#X7%2 5—4#60=2—5L4y | M.Nakamura [[EICE Technical Report |
mura © [bC X 2 BETITEE S L OBE K.Shikano [SP88-26, Sendai, 179
188—06 (A Study of English Word Category (1988-06) '
. _‘.Pt"ied'i(":tion Based on Neural Networks) 1 o » . »
M.Naka |[==o—-5nviv bk 5 N-gramiﬁgﬁlﬁ”?ﬁﬂ‘ M.Nakamura |ASJ Fall Meeting, o
mura [EF LV OKE K.Shikano |Hakata, (1988:10) 187
-88-10  [(A Study of N-Gram Word Category : : -
o ~ [Prediction Based on Neural Networks) o o , 3 '
M.Naka |A Study of English Word Category | M.Nakamura |ASA-ASJ Joint V
~mura |Prediction Based on Neural = K.Shikano [Meeting, Honolulu 189
~:88-11 Networks S (1988-11) (Handout) |
M.Naka |A Study of English Word Category M.Nakamura |[ATR Technical Report,
murd  ‘{Prediction Based on Neural K.Shikano  |{TR-1-0052,(1988-12) 189
" -88-12 |Networks ’ h o o
Mﬁruyama FES N OEARREEY Tmﬁit ¥ HH%REE ‘K.Maruyaina [ATR Technical Report
-87-12a |V 2~ VEOTER . |TR-I-0012 —
(Function Modules for Speech Processing) T.Kawabata (1987-12)
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~ (Bold letter titles show papers written in English or with an English abstract)

"~ Authors

Conference /dournal |

Speech Recognition Task)

T.Kawabata,etc.

guage, Tokyo, (1988-10)

‘ RefID Title(B%5) EZ) L) |Pase
ﬁvlaruyama A EEEMRIEIBE A T — s RV F T LI RE K;Maruyama ATR Technical Report-; 1
1 :=87-12b [CE&B A2V RT LADIERK TR-1-0011 B -
(User Oriented Interractive Menu System for T'Kawabata (1987-12) ‘
4 : Speech Workbench)
fMaruyama X942 Ky ECERLAEEMAY 2 | K Maruyama |AS] Spring Meeting, |
' —88——03 ~% > 7 (Speech Processing Workbench on X- T Kawabata Tamagawa Univ., ; 200
Window) AR (1988-03) ’
iMaruyama I — 5Ny K.Maruyama |ATR Technical Report |
' '.».'88 01 (Speech Workbench) T.Kawabata | 10020, (1988”01?' e
p Maruyama BREARYS FO ST A ;gﬂ? b F K.Maruyama |ATR Technical Report - |-
[ 8802 |k Quality Spectrogram Display Routine) | Lyiaurayama (TR 1-0021 —
[0 A natity ' T.Kawabata |((1988-02)
Mayuyama Hidden Markov Model % Fi\: 72 £ ¥FE# | K.Maruyama |ATR Techmcal Report Sl
| -88-11a _|(English Word Recognition Based on HMM T.Hanazawa [TR-1-0047,(1988-11) = | -—
o |Phoneme Models) T ;Kawabata - E
| v K.Shikano »
Maruyama #3557 — ¥ X — 2 D EK K.Maruyama |ATR Technical Report,
1 -88-11b |(ATR English Database) K.Shikano [TR-1-0048,(1988-11) |
| Miyatake 4 0 R# R 51 5ERFBEH Y >~ | M Miyatake [ASI Spring Meeting, | -
-88-03 |0 I € 7 v O #E (Fundamental Frequen- Y Sagisaka Tamagawa Univ., 202
_ : cy Control for Various Speaking Styles) oag (1988-03) '
1 Miyatake [Ex 0RFHNICB T2 EH Ny > 0BHE M.Miyatake [KinkiSpeech & Lan- |
1 -88-04 |LzofHizonT v Y.Sagisaka |guage Study Group, 204
’ (Relation between Prosodic Patterns and Osaka Shoin Univ.
Various Speaking Styles) (1988-04), (Handout)
Mé)é a(';‘%kﬁ [Prosodic Characteristics and M.Miyatake ﬁcousﬁical Socletyof 1514
- "9¢U98 Their Control in Japanese Speech | Y.Sagisaka Mréftﬁfgagzs‘:i N
under Varying Speaking Styles (1988-05) (handout)
Miyatake [f&~ 0) REBRRNCBY HHEESNTA -5 D M.Miyatake |ATR Technical Report
-88-05b  [{#E 122\ T (Relation between Prosodic Y.Sagisaka [TR-1-0024, (1988-05) —
1. _ Patterns and Various Speaking Styles) ‘
f Miyatake |Prosodic Characteristics and their| M.Miyatake [ATR Technical Report
1 -88-06 |Controlin Japanese Speech with Y.Sagisaka [TR-1-0025, (1988-06) 214
L : Various Speaking Styles : '
IMurayamal|Z B 7 — 7 ~ > F Ver.3 K.Murayama [ATR Technical Report,
- -88-10 ’ (Speech Workbench, Version 3) T.Kawabata [TR-1-0037,(1988-10) -
1 Niimi. {5 27 o= 25+ 2 R E *Y.Niimi Meeting on Advanced | __
-88-10. . |(Indices to Measure the Compexity of *S.Nakagawa |Man-Machine Interface 225
' K.Shikano (through Spoken Lan-
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Ref ID - Title( EfE) A(gl%);s C Confeigggg? urnal ; Ragei
s, N aka <7 F VETILEAVA~s F 0750 S Nakamura [[EICEFall Meetmg, s
~mura |DEHRL , ‘ K Shikano Symposium - - 2335

-87-11  |(Spectrogram Normalization Based on Vector : ~7 0 |Kumamoto Univ.

i Quantization) 11987-11)

[ SNaka |77 v+ ~s LV ETILE AL 27} | S Nakamura [IEICE 1o

1 mura |v275AEHROKE | K.Shikano |Lechnical Report, 235

-88-02 |(Spectrogram N ormalization Using Fuzzy : SP87-123 ‘

7 ' ' . Vector Quantization) (1988-02) ’ 1 -

| SNaka |77 94 ~7 I VEFALE M iz <7 I S Nakamura |ASJ Spring Meeting, | _ ]
-mura. |27 7 &IEH((Spectrogram Normalization K.Shikano | 2magawa Univ,, ‘,24.12

1 -88-03 - {Using Fuzzy Vector Quantization) " (1988-03) v s
'S.Naka |Spectrogram Normalization Using |S.Nakamura: |Seventh FASE I

1 -mura |Separate Vector Quantization K.Shikano |Symposium 7 2}_"1‘3?

| -88-08a | - S |Edinburgh, (1988-08) |..

~ "S.Naka |kstL—F~2 b VWEFLEHWI A S.Nakamura [ournal of Acoustic |

: mura ka5 aoFERA K Shikano‘ Sociéty ofJap‘anr, 251

| -88-08b  [(Spectrogram Normalization Based on ’ (1988-08)

1 - ISeparate Vector quantization) ,

| SNaka |77v 17 FvBETLicETEEEG | S.Nakamura |ASJFall Meeting, -
 mura - [{LOAMM% RRMIC L 5 D T.Hanazawa |Hakata,(1988-10)  |2569°
-88-10 |(Phoneme Recognition Evaluation of HMM K.Shikano ~ S

Speaker Adaptation Using Fuzzy Vector

; Quantlzatlon)

‘S.:Naka (%7 FVBT{LEEEGLLTVT) 20 | S.Nakamura [IEICE Technical I
mura |[HMME I & 2§l (Phoneme T.Hanazawa |Report, SP88-105 261.
-88-12  |Recognition Evaluation of HMM Speaker | K.Shikano |[Yokosuka, (1988-12) -

o Adaptation Based on Vector R

o Quantization) _

Sagisaka [BFARARMERL B L L AREY Y.Sagisaka [IEICE Fall Meeting, o

-87-11 [BEEEE4F1E @ D H7 (Analysis on Japanese ST : Kumamoto Univ. 269.
o Phonetic Sequence Characteristics for Speech (1987-11)

_ Synthesis Unit Selection) ‘
| Sagisaka {{E~ O FHEEREM L H V2 BREFEEEE Y.Sagisaka" IEICE _ f
©--88-03 | (Speech Synthesis of Japanese Using | - - » Technical Report 270_,
S " {Non-Uniform Phoneme Sequence Units) SP875136, (1988-03) ‘

Sagisaka [Speech Synthesis by Rule Using Y.Sagisaka [[CASSP'88 L
' -88-04" an Optimal Selection of Non- » 514.8 276
. ~ |Uniform Synthesis Units New York, (1988- 04) SR
| Sagisaka xw om0 0 05 EATE L BRI Y.Sagisaka  [Journal of Japanese P
- -88-07 . i Society for Artificial | 280

o (Language Processing and Prosody Control N . /

] Intelligence,- vol.3
.- [for Speech Synthesis) no.4, (1988-07)
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i - = e
Ref ID 7 Title(ZE %) (%;%(:I)‘S on er;ﬁil;%;)urna |Page
Salto “{Understanding Noisy Sentences H.Saito = |IEICE Technical Report}| = _|
*388-06 |by an LR Parser *M.Tomita  [SP88-28, Sendai, . : |287

] LRI WIZ L BRI EEL L ORHK) S (1988-06). ..

| - Saito - |A Phoneme Latiice Parsing for H.Saito ATR Technical Report |

| :88-07 |Continuous Speech Recognition ' TR-1-0033, (1988-07) e
Saito .|Parsing NQisy Sentences H.Saito  |COLING'88 - 1T
-88-08 *M.Tomita Budapest, (1988-08) 294
Sawai " [BFEE MR E ﬂ%fﬂ WL DBEEARY T 4 H.Sawai ASJ Fall Meeting, |
-88-10 '|> # ® 35t (A Preliminary Study on A.Waibel |Hakata, (1988-10) 300

; Spotting Japanese CV-Syllables by Time- K.Shikano ’
Delay Neural Networks)

|~ Sawai “{Phoneme Recognltlon by Scahng H.Sawai-  [IEICE Technical - | -

B -88 12 |up Modular ’I‘1me Delay Neural A Waibel = |[Report, SP88-105 = 392

| Networks M:Miyatake [Yokosuka; (1988- 12) e

(EVa—VHf=a—F iy VA2 K.Shikano
Ry =NT 9 TN B ER) |
' Seglo2 ~ [Voice Conversion by Analysis-  H.Segot [ATRTechnical Repo’rtg; -
-87 Synthesis Method H.Kuwabara | 10013, (198‘7"12-?, N e
Shikano fxmam~n~y b VETIL0 A K.Shikano [IEICE Fall Meeting, i
-87-11 (Vector Quantization Applied to Speech Symposium 310 .
: Kumamoto Univ.
: Recognition) (1987-11)

| Shikano |z pzmam » = mm K.Shikano = [NaturalLanguage = | _ -

-88-01 (Speech Recognition and Language Symposmm of 3 312
: » Information Pr ocessmg .
Knowledges) ) , Society,Tokyo,(1988-01)|

| Shikano |74 7 ¥ 3 =2 FEF 0 L EHEDR-ER K.Shikano [IEICE Fall Meeting, | _

| -88-09a |(Connectionist Models Applied to Speech " |Panel, Tokyo, (1988-09) 327

1 +- - |Recognition) ‘ v .

1 Shikano |[=a2=5 iy b7 —2 0BEFEHRUE~ K.Shikano [IEICE Special Seminar [

| -88-09b |»A M.Nakamura [on Neural Networks, - 329

| R (Neural Networks Applled to Speech S.Tamura  |Osaka, (1988-09)

Processmg) A Waibel
P.Haffner
_ , H.Sawali, etc. _
Shikano |HFFHEBEDO =2 —-/¥5 ¥ 1 A (ANew K.Shikano [AVIRG-SMG Summer N
-88-09¢ - |[Paradigm in Speech Recognition Research) - |Seminar, (1988-09) 336
Shikano [EFER#MBIS HMM/ =2 -7 % v b | K.Shikano |[Joint Meeting of 1ara
-88-10a )4 ~— 2 Electric & Information | 343
(HMM, Neural Network, and Feature-Based Related Societies,
Approaches) Symposium, Niigata -
Univ.-(1988-10)
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Re f D Title(B %) A(%g}%);s Conferen%e ﬁ/éli)urnal:) Page
Shlkano- Za—FNAy T 7 DL 5 E WAL~ K.Shikano: - [Journal of Acoustic - | - .
L88-10b |05 M.Nakamura |[Society of Japan, 1347

(Neural Network Apphcatlon to Speech |- S.Tamura |Vol.44-10, (1988-10)

. .. [Processing) - A Waibel - SRR R
Shikano ' |Speech Recognition Research at - K.Shikano - - |2nd Symposiumon < -} ]
-88-11a |ATR | -T.Kawabata |Advanced Man- - 361

= A.Waibel |Machine Interface 1

K.Hatazaki [through Spoken : :
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77 |Continuous Utterances) H.Kuwabara [(1988-03) ’ :

—P.L. 8—




Publication List

Technical Publication List at the Speech Processing Department
(November, 1987 through December, 1988)

(Bold letter titles show papers written in English or with an English abstract)

Authors

Conference /Journal

Takeda (fEAEAREES T — & N~ X5 FfgH & K.Takeda |ATR Technical Report o
'-88-05 |(User’s Manual for Japanese Speech Y.Sagisaka [TR-I-0026,(1988-05) | —
Database) *S.Katagiri
M.Abe
H.Kuwabara _ v
Takeda |ASEBERF L2 EREEKRERERE K.Takeda |[ASJFall Meeting,
-88-10a |[nik i Y.Sagisaka [Hakata,(1988-10) 390
: (An Improvement of the Optimal Units K.Abe
"Selection Method for Speech Synthesis) H.Kuwabara '
| ‘Takeda |{On Sentence Level Factors K. Takeda |ATR Technical Report, |
-88-10b: |Governing Segmental Durationin | Y.Sagisaka [TR-I1-0051, (1988-10) 392
- |Japanese H.Kuwabara o -
| Takeda |rremarEesEs — 5 x— 2 DEHE K.Takeda Mournal of Acoustic
-88-10c¢ (A Japanese Speech Database for Various Y.Sagisaka [Society of Japan, 413
. apanese Speech Data ariou *S Katagiri  {(1988-10) ‘
. Kinds-of Research Purposes) H.Kuwabara »
Takeda |On Sentential Effectsin Segmental| K. Takeda ASA-ASJ Joint _ : .
-88-11 [Duration Control of Japanese Y.Sagisaka |Meeting, Honolulu 392
o ‘ H.Kuwabara ((1988-11) (Handout) | =
Tamura |Noise Reduction Using Neural S Tamura |IEICE
-88-01 |[Networks (Neural Network % & 5 72 A Waibel Technical Report 421
AW L B HEEEE) : SP87-112, (1988-01) |
‘Tamura |Noise Reduction through Wave- S.Tamura  |ASJ Spring Meeting, | .
-88-03  |form Input and Qutput Using A Waibel |F2magawa Univ,, 426
Neural Networks (Neural Network % ) 1(1988-03)
E o 2 ERARD I & 2 HEAE)
Tamura Noise Reduction Using S.Tamura [ICASSP’88 “oq.
-88-04 | nnectionist Models AWaibel [P127 428
: ’ ) New quk, (1988-04)
Tamura [FEBAENIZEIBMBNE=2 -V 3y S.Tamura |ASJ Fall Meeting, )
-88-10 |+ 7 — 7 D&M (An Analysis of a Noise Hakata, (1988-10) 432
Reduction Neural Network Which Takes
Waveforms as Input and OQutput)
Waibel Phoneme Recognition Using Time- A. Waibel ATR Technical Report
-87-11  |[yat. T.Hanazawa [TR-1-0006 —
Delay Neural Networks G Hinton  |(1987.11)
K.Shikano
*K. Lang
W%i‘_‘blel Phoneme Recognition Using Time-| A Waibel [IEICE 434
-87-12 Delay Neural Networks (85 'é;%};ﬁ%%l Report '
[0 BE A (TDNN)IC & % Z R (1987-12)

—P.L. 9—




Publication List

i S AL R e o

Technical Publication List at the Speech Processing Department
: (November, 1987 through December, 1988).

(Bold lgtter titles show papers written in English or with an English abstract)

oo L N Authors Conference /Journal
Lot | Title(H %) ‘ EE) (G5 %) Page/
Waibel ‘{Speech Recognition Using Time- | A Waibel ~|Snowbird Conference: - |-
-88-04a |[Delay Neural Networks : - . |Salt Lake City " - - [440
(1988-04) - .=
Waibel Phoneme Recognition: A.Waibel ICASSP’88
-88-04b I Neural Networks vs. Hiddden K Shikano 3.3 A
, _ : ! T.Hanazawa [New York N
: Markov Models *G_ Hinton (1988-04) 441 ;
*K.Lang = | - :
Vg%i%? Speech Recognition Using Time- 'A.Waibel_ | (ﬁcous.ticasle(?Cie;)& Oft 445 |
-88- . : : meriled,opring Meet- | =
‘ |Delay Neural Networks . ing, Seattle, (1988-05) |
Waibel [Modularity and Scaling in Large A.Waibel  |ATR Technical Report |
-88-08 ° {Phonemic Neural Networks - _H.Sawai - [TR-1-0033,(1988-08) - { —
o ' o K.Shikano o N i
Waibel |Phoneme Recognition by Modular| A.Waibel  [ASJ Fall Meeting,
-88-10 - (Construction of Time-Delay H.Sawai Hakata, (1988-10) 446
e Neural Networks . K.Shikano™ | .- =~ ‘
Waibel. [Modularity in Neural Networks | A.Waibel [I[EEE Conf.on Neural |
-88-11a- {for Speech Recognition : . .. - |Information Processing 447
: - - |Systems ; Denver, < 7 :f..: .
U.S.A., (1988-11)
Waibel |Incremental Learning of Large - A Waibel |USA-JapanJoint N
-88-11b - [Phonetic Neural Networks from | - Acoustical Society | 448
Smaller Subsets Meeting,Honolulu, - |-
U.S.A.,(1988-11)
| Yamazaki [+ o0& lEF 2RV AHAI&HK > 2725 | *¥*T.Yamazaki JATR Technical Report,
|- -88-09 |ic&1} » HEEGEEONUR K.Takeda |[TR-1-0040,(1988-09). | . —
S (Improvement for Prosodic Parameter H.Kuwabara o SR
- |Control in Speech Synthesis-by-Rule System)

—P.L. 10 —



	cover
	000_012
	013_052
	053_106
	107_148
	149_186
	187_236
	237_284
	242_243.pdf
	242
	243


	285_340
	341_388
	389_449
	389_448
	449




