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#### Abstract

In this report, error propagation is derived for an existing sequence of equations, which allows to projectively reconstruct a 3 D point set solely using given images of this point set. As input, image feature points, their position uncertainty, and the correspondence information must be given. All image feature points are assumed to be stochastically independent. The covariance tensor calculus is used to propagate the uncertainty of the input into an uncertainty of the output, which consists of projection matrices and 3D reconstructed points. In the course of error propagation all stochastic dependencies are modelled, resulting in an accurate description of the reconstruction error. This fact is experimentally validated. Furthermore, experiments with real image data are given.


## 1 Introduction

[Tonko \& Kinoshita 99] discuss a 3D scanning system prototype which takes several images of a rigid textured object, establishes 2D point correspondences across the sequence of images and calculates a 3D Euclidian structure
that is constrained by the 2D point correspondences. Principally the system is shown to work, but judging from the experimental results, one can see that there is room for improvements such as:

- Euclidan reconstruction is subject to reconstruction errors. The error distribution of each reconstructed 3D point should be estimated as precisely as possible.
- Error distributions should subsequently be used by an error reduction method.
- A reconstructed 3D point set describes the structure of an object, but is not visually appealling to the system operator. A method has to be applied which - based on the sequence of images and the relation of each 3D point with its 2D projections - renders image content on the 3D point set in order to achieve a realistic 3D impression of the object.

This report mainly deals with the first item, i.e. the unbiased estimation of the projective geometry and its uncertainty from point correspondences and point uncertainties. Readers interested in the second and third item are referred to [Kinoshita \& Tonko 99] and [Doyon 99], respectively.

Once 2D point correspondences are established over the sequence of images, Euclidian reconstruction is accomplished by estimating

1. the two-dimensional epipolar,
2. the three-dimensional projective, and
3. the three-dimensional Euclidian geometries.

The analysis of Section 3 is used in Section 4 to Section 7 to quantify reconstruction error up to the projective level under the assumption of known error distributions for all 2D point features. Section 8 gives experimental results on the analysis.

## 2 Related Work

[Georgis et al. 98] derive uncertainty descriptions of projectively reconstructed points. They restrict their error analysis to a special scenario with two reference planes and four markers per plane that must be in the field of view
of each camera. Their approach makes thus use of specific scene knowledge. [Csurka et al. 97] remark that - once the uncertainty of the fundamental matrix is estimated - uncertainty descriptions for projectively reconstructed points are obtainable, they show results, but do not give equations. [Kanatani 96] gives uncertainty descriptions for projectively reconstructed points. He bases his work on the knowledge of the essential matrix, not the fundamental matrix. [Collins 92] restricts his analysis of the projective reconstruction error to approximately planar scenes as valid for the special case of aerial imagery. [Grimson et al. 92] discuss an uncertainty analysis of object pose, where the position of image points is assumed to be uncertain and, more important, a model of the object is given. [Ha \& Kweon 99] - without calculating the uncertainty of the reconstructed point cloud - devise a method, which reduces reconstruction error by enforcing angular constraints that depend on object model knowledge. As the approach discussed in this report, [Ha \& Kweon 99]'s approach is based on [Bougnoux 98]. [Sun et al. 99] derive an error characterization of the factorization approach to shape and motion recovery from images, which are taken with an uncalibrated affine camera. In the past the factorization approach has been extended to deal with weak-perspective and para-perspective projection. However, both types of projection are only approximations to perspective projection. Arguing that error propagation is only a first order approximation of the truth, [Matei \& Meer 99] use the bootstrap method to evaluate 3D rigid motion more accurately.
[Singh 90] details an interesting approach that allows to automatically extract the uncertainty of a 2D point feature correspondence by relating the Laplacian of intensity to the Fisher Information matrix. Therefore point uncertainties do not need to be predefined, but can be algorithmically found for each particular feature correspondence.

## 3 Error Propagation

If errors in the input data are unavoidable, the general way to improve the situation is to model errors of the input data statistically and propagate this uncertainty into the output and its uncertainty. Doing this the results do not get any better, but at least a quantiative assessment of error is possible (see Fig. 1). [Kanatani 96] gives a wealth of information on how to do that in a systematical and sound way.


Figure 1: Error Description: Statistical modelling of data is to specify mean and covariance, i.e. error distribution. If mean and true value coincide, we say that the estimation is bias-free.

The notation of [Kanatani 96] is adopted, who uses bold lowercase letters $\boldsymbol{a}=\left(a_{i}\right), i=1, \ldots, n$ to describe $n$-vectors, bold uppercase letters $\boldsymbol{B}=\left(B_{i j}\right)$, $i=1, \ldots, m, j=1, \ldots, n$ to describe $m n$-matrices, and calligraphic letters to denote tensors. For example, $\mathcal{C}=\left(C_{i j k}\right), i=1, \ldots, m, j=1, \ldots, n$, $k=1, \ldots, p$ is an $m n p$-tensor.

In general, if the output can be calculated from the input using an analytic function, the following Theorem 1 can be applied to propagate the input error through the analytic function into an output error.

Theorem 1 (Error Propagation) Given matrices $\boldsymbol{A}_{\mathbf{1}}, \boldsymbol{A}_{\mathbf{2}}, \ldots, \boldsymbol{A}_{\boldsymbol{n}}$, and matrix $\boldsymbol{B}$ as a function of $\boldsymbol{A}_{\boldsymbol{1}}, \ldots, \boldsymbol{A}_{\boldsymbol{n}}$. Also the covariance tensors $\mathcal{V}\left[\boldsymbol{A}_{i}\right]$, $i=1, \ldots, n$ are given. The covariance tensor $\mathcal{V}[\boldsymbol{B}]$ of $\boldsymbol{B}$ is approximated as

$$
\mathcal{V}[\boldsymbol{B}]=\sum_{i, j=1}^{n} \frac{\partial \boldsymbol{B}}{\partial \boldsymbol{A}_{\boldsymbol{i}}} \mathcal{V}\left[\boldsymbol{A}_{\boldsymbol{i}}, \boldsymbol{A}_{\boldsymbol{j}}\right] \frac{\partial \boldsymbol{B}^{T}}{\partial \boldsymbol{A}_{\boldsymbol{j}}}
$$

Unfortunately, not all functions are analytic and the question is how to proceed in that case, e.g. calculate the gradient of a non-analytic function. For
the case of function ker, which computes the kernel of a matrix, a solution for the gradient can be found using the Perturbation Theorem 2 stated in [Kanatani 96].

Theorem 2 (Perturbation Theorem) Let $\boldsymbol{A}=\boldsymbol{A}^{T}$ and $\boldsymbol{D}$ be square matrices. Further let $\left\{\lambda_{i}\right\}$ be the descendingly sorted eigenvalues and $\left\{\boldsymbol{u}_{i}\right\}$ the corresponding eigensystem of symmetric matrix $\boldsymbol{A}$ :

$$
\boldsymbol{A} \boldsymbol{u}_{i}=\lambda_{i} \boldsymbol{u}_{i}, \quad \boldsymbol{u}_{i}^{T} \quad \boldsymbol{u}_{j}=\delta_{i j}:=\left\{\begin{array}{ll}
1, & i=j  \tag{1}\\
0, & i \neq j
\end{array} .\right.
$$

Consider a perturbed matrix $\boldsymbol{A}^{\prime}=\boldsymbol{A}+\epsilon \boldsymbol{D}$ for a small $\epsilon$. Let $\left\{\lambda_{i}^{\prime}\right\}$ be the descendingly sorted Eigenvalues and $\left\{\boldsymbol{u}_{i}^{\prime}\right\}$ the corresponding Eigensystem of $\boldsymbol{A}^{\prime}$. Then the following approximations hold:

$$
\begin{align*}
\lambda_{i}^{\prime} & \approx \lambda_{i}+\epsilon \boldsymbol{u}_{i}^{T} \boldsymbol{D} \boldsymbol{u}_{i}  \tag{2}\\
\boldsymbol{u}_{i}^{\prime} & \approx \boldsymbol{u}_{i}+\epsilon \sum_{j \neq i} \frac{\boldsymbol{u}_{j}^{T} \boldsymbol{D} \boldsymbol{u}_{i}}{\lambda_{i}-\lambda_{j}} \boldsymbol{u}_{j} \tag{3}
\end{align*}
$$

Thus, it is possible to approximate noisy Eigenvalues and -vectors depending on the true Eigenvalues and -vectors plus the known error on the input matrix. Next, this is used to give an approximation of the gradient of function ker.

Theorem 3 Let $\boldsymbol{A}=\boldsymbol{A}^{T}$ be a singular square matrix and $\boldsymbol{u}_{n}$ the eigenvector of $\boldsymbol{A}$, which corresponds to eigenvalue $\lambda_{n}=0$. Then we can approximate:

$$
\begin{equation*}
\frac{\partial \boldsymbol{u}_{n}}{\partial A_{i j}} \approx \sum_{k \neq n} \frac{\left(\boldsymbol{u}_{k} \boldsymbol{u}_{n}^{T}\right)_{i j}}{\lambda_{k}} \boldsymbol{u}_{k} \tag{4}
\end{equation*}
$$

To proove this for element $A_{i j}$ of $\boldsymbol{A}$, we define $\boldsymbol{A}^{\prime}=\boldsymbol{A}+\epsilon \boldsymbol{D}$ with matrix $\boldsymbol{D}$ to be

$$
D_{p q}=\left\{\begin{array}{ll}
1, & p=i \& q=j  \tag{5}\\
0, & \text { otherwise }
\end{array} .\right.
$$

Since the Perturbation Theorem 2 is applicable, the following holds for small $\epsilon$ :

$$
\begin{equation*}
\boldsymbol{u}_{n}^{\prime} \approx \boldsymbol{u}_{n}-\epsilon \sum_{k \neq n} \frac{\boldsymbol{u}_{k}^{T} \boldsymbol{D} \boldsymbol{u}_{n}}{\lambda_{k}} \boldsymbol{u}_{k} \tag{6}
\end{equation*}
$$

On the other hand $\frac{\partial \boldsymbol{u}_{n}}{\partial A_{i j}}$ is defined to be

$$
\begin{align*}
\frac{\partial u_{n}}{\partial A_{i j}} & =\lim _{A_{i j}^{\prime} \rightarrow A_{i j}} \frac{\boldsymbol{u}_{n}-\boldsymbol{u}_{n}^{\prime}}{A_{i j}-A_{i j}^{\prime}} \\
& \approx \lim _{\epsilon \rightarrow 0} \frac{\epsilon \sum_{k \neq n} \frac{\boldsymbol{u}_{k}^{T} \boldsymbol{D} \boldsymbol{u}_{n}}{\lambda_{k}} \boldsymbol{u}_{k}}{\epsilon} \\
& =\sum_{k \neq n} \frac{\boldsymbol{u}_{k}^{T} \boldsymbol{D} \boldsymbol{u}_{n}}{\lambda_{k}} \boldsymbol{u}_{k}=\sum_{k \neq n} \frac{\left(\boldsymbol{u}_{k} \boldsymbol{u}_{n}^{T}\right)_{i j}}{\lambda_{k}} \boldsymbol{u}_{k} \tag{7}
\end{align*}
$$

So far, these results are restricted to square matrices. Suppose that matrix $\boldsymbol{C}$ is not square. In this case we define matrix $\boldsymbol{A}=\boldsymbol{C}^{T} \cdot \boldsymbol{C}$ and to calculate $\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{C}}$, we multiply the result $\partial \boldsymbol{u}_{n} / \partial A$ of Eq. (7) with

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{C}}\right)_{i k m n} & =\frac{\partial A_{i k}}{\partial C_{m n}}=\frac{\partial \sum_{j} C_{j i} \cdot C_{j k}}{\partial C_{m n}} \\
& =\frac{\partial C_{m i} \cdot C_{m k}}{\partial C_{m n}}=\left\{\begin{array}{cc}
0 & i \neq n \& k \neq n \\
C_{m i}, & i \neq n \& k=n \\
C_{m k}, & i=n \& k \neq n \\
2 C_{m i}, & i=n \& k=n
\end{array}\right. \tag{8}
\end{align*}
$$

Finally, we are able to express the gradient of function ker.

$$
\begin{aligned}
\left(\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{C}}\right)_{i j k}= & \sum_{l, m}\left(\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{A}}\right)_{i l m}\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{C}}\right)_{l m j k} \\
= & \sum_{m \neq k}\left(\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{A}}\right)_{i k m}\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{C}}\right)_{k m j k} \\
& +\sum_{l \neq k}\left(\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{A}}\right)_{i l k}\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{C}}\right)_{l k j k}+\left(\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{A}}\right)_{i k k}\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{C}}\right)_{k k j k} \\
= & \sum_{m \neq k}\left(\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{A}}\right)_{i k m} C_{j m}+\sum_{l \neq k}\left(\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{A}}\right)_{i l k} C_{j l}+\left(\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{A}}\right)_{i k k} C_{j k} \\
= & \sum_{m}\left(\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{A}}\right)_{i k m} C_{j m}+\sum_{l}\left(\frac{\partial \boldsymbol{u}_{n}}{\partial \boldsymbol{A}}\right)_{i l k} C_{j l} \\
= & \sum_{m} \sum_{p \neq n} \frac{\left(\boldsymbol{u}_{p} \boldsymbol{u}_{n}^{T}\right)_{k m}}{\lambda_{p}}\left(u_{p}\right)_{i} C_{j m}
\end{aligned}
$$

$$
\begin{equation*}
+\sum_{l} \sum_{q \neq n} \frac{\left(u_{q} u_{n}^{T}\right)_{l k}}{\lambda_{q}}\left(u_{q}\right)_{i} C_{j l} . \tag{9}
\end{equation*}
$$

Given the covariance tensor $\mathcal{V}[\boldsymbol{C}]$, the uncertainty $\boldsymbol{V}\left[\boldsymbol{u}_{n}\right]$ is calculated using Theorem 1. In the case of matrix $\boldsymbol{A}=\boldsymbol{C} \cdot \boldsymbol{C}^{T}$, a similar description of $\frac{\partial u_{n}}{\partial C}$ can be obtained.

Once we are able to state the Euclidian reconstruction problem in terms of functions that allow to apply Theorems 1 to 3 , an error description for the reconstructed 3D point cloud can be found. However, since the error is propagated under the assumption of negligible second order derivatives, the error description is bound to be an approximation of the true error.

## 4 Uncertainty of the Canonical Projective Geometry

In the sequel, it is assumed that the fundamental matrix $\boldsymbol{F}$ and its uncertainty tensor $\mathcal{V}[\boldsymbol{F}]$ has already been estimated from point correspondences $\left\{\boldsymbol{x}_{\alpha}, \boldsymbol{x}_{\alpha}^{\prime}\right\}$ and their uncertainties $\boldsymbol{V}\left[\boldsymbol{x}_{\alpha}\right]$ and $\boldsymbol{V}\left[\boldsymbol{x}_{\alpha}^{\prime}\right] . \boldsymbol{F}$ and $\mathcal{V}[\boldsymbol{F}]$ can be estimated with the integrated method of [Kanatani \& Mishima 98] or by running uncertainty estimation á la [Csurka et al. 97] on top of fundamentalmatrix estimation ála [Hartley 95] or [Zhang 96]. In any case, the rank constraint of matrix $\boldsymbol{F}$ should be exactly observed. It is assumed that there is no stochastic dependency between arbitrary point correspondence pairs $\left\{\boldsymbol{x}_{\alpha}, \boldsymbol{x}_{\alpha}^{\prime}\right\}$ and $\left\{\boldsymbol{x}_{\beta}, \boldsymbol{x}_{\beta}^{\prime}\right\}$, where $\alpha \neq \beta$.

Given a fundamental matrix $\boldsymbol{F}$, the canonical projective geometry is determined by first estimating one epipol $\boldsymbol{u}^{\prime}$ as the normalized eigenvector of matrix $\boldsymbol{F} \boldsymbol{F}^{T}$ corresponding to the smallest eigenvalue. Then, according to [Luong \& Viéville 94], the canonic pair ( $\boldsymbol{P}, \boldsymbol{P}^{\prime}$ ) of projective projection matrices is defined as

$$
\begin{equation*}
\boldsymbol{P}=(\boldsymbol{I} \mid 0) \quad \text { and } \quad \boldsymbol{P}^{\prime}=\left(\boldsymbol{M} \mid \boldsymbol{u}^{\prime}\right) \tag{10}
\end{equation*}
$$

where $\boldsymbol{I}$ is the $3 \times 3$ identity matrix, 0 is the 3 -dimensional nullvector, and equation $\boldsymbol{M}=-\left\lfloor\boldsymbol{u}^{\prime}\right\rfloor_{\times} \boldsymbol{F}$ holds. For matrix $\lfloor\boldsymbol{a}\rfloor_{\times}$equation $\lfloor\boldsymbol{a}\rfloor_{\times} \boldsymbol{b}=\boldsymbol{a} \times \boldsymbol{b}$ is valid.

Given the covariance tensor $\mathcal{V}[\boldsymbol{F}]$ of fundamental matrix $\boldsymbol{F}$, we want to determine the covariance tensors $\mathcal{V}[\boldsymbol{P}]$ and $\mathcal{V}\left[\boldsymbol{P}^{\prime}\right]$ of matrices $\boldsymbol{P}$ and $\boldsymbol{P}^{\prime}$,
respectively. Since $\boldsymbol{P}$ is a constant 34 -matrix, its covariance tensor $\mathcal{V}[\boldsymbol{P}]$ is the 3434 -nulltensor. In order to find $\mathcal{V}\left[\boldsymbol{P}^{\prime}\right]$, let $\left\{\lambda_{i}\right\}$ be the descendingly sorted eigenvalues and $\left\{\boldsymbol{u}_{i}\right\}$ the corresponding eigensystem of symmetric $3 \times$ 3-matrix $\left(\boldsymbol{F} \boldsymbol{F}^{T}\right)$. As a first step, we calculate the uncertainty $\boldsymbol{V}\left[\boldsymbol{u}^{\prime}\right]$ of the epipole $\boldsymbol{u}^{\prime}$. There are two ways to yield the covariance matrix $\boldsymbol{V}\left[\boldsymbol{u}^{\prime}\right]$.

- The first way proceeds using the theory of [Kanatani \& Mishima 98], some intermediate steps are discussed in Section 10. According to Theorem 4, we have

$$
\begin{equation*}
\boldsymbol{V}\left[\boldsymbol{u}^{\prime}\right]=\left(\boldsymbol{F} \boldsymbol{F}^{T}\right)_{r}^{-} \boldsymbol{G}\left(\boldsymbol{F} \boldsymbol{F}^{T}\right)_{r}^{-} \tag{11}
\end{equation*}
$$

where

$$
\begin{align*}
& \left(\boldsymbol{F} \boldsymbol{F}^{T}\right)_{r}^{-}=\sum_{j=1}^{2} \frac{1}{\lambda_{j}} \boldsymbol{u}_{j} \boldsymbol{u}_{j}^{T} \quad \text { and } \quad \boldsymbol{G}=\left(G_{i j}\right)  \tag{12}\\
& \text { with } \quad G_{i j}=\sum_{k, l=1}^{3} \mathcal{V}\left[\boldsymbol{F} \boldsymbol{F}^{T}\right]_{i k l j}\left(\boldsymbol{u}_{n} \boldsymbol{u}_{n}^{T}\right)_{k l}
\end{align*}
$$

The covariance tensor $\mathcal{V}\left[\boldsymbol{F} \boldsymbol{F}^{T}\right]$ is found to be

$$
\begin{align*}
\mathcal{V}\left[\boldsymbol{F} \boldsymbol{F}^{T}\right]_{i k l j}= & \sum_{n, q=1}^{3}\left\{F_{k n}\left(F_{j q} \mathcal{V}[\boldsymbol{F}]_{i n l q}+F_{l q} \mathcal{V}[\boldsymbol{F}]_{i n j q}\right)\right. \\
& \left.+F_{i n}\left(F_{j q} \mathcal{V}[\boldsymbol{F}]_{k n l q}+F_{l q} \mathcal{V}[\boldsymbol{F}]_{k n j q}\right)\right\} . \tag{13}
\end{align*}
$$

- The other way is to simply use the covariance tensor calculus as detailed in Subsection 10.2, particularly Eq. (64), in combination with Eq. (9). We prefer to go this way, since our implementation reveals that it is more numercially stable compared to the first way.

Next, we note that matrix $\boldsymbol{M}^{\prime}=-\left\lfloor\boldsymbol{u}^{\prime}\right\rfloor_{\times} \boldsymbol{F}=\mathfrak{F}\left(\boldsymbol{F},\left\lfloor\boldsymbol{u}^{\prime}\right\rfloor_{\times}\right)$is a function $\mathfrak{F}$ of matrices $\boldsymbol{F}$ and $\left\lfloor\boldsymbol{u}^{\prime}\right\rfloor_{\times}$. Furthermore, matrix $\left\lfloor\boldsymbol{u}^{\prime}\right\rfloor_{\times}=\mathfrak{G}_{1}\left(\boldsymbol{u}^{\prime}\right)$ can be obtained via linear transformation $\left\lfloor\boldsymbol{u}^{\prime}\right\rfloor_{\times}=\mathcal{H} \boldsymbol{u}^{\prime}$ with 333 -tensor $\mathcal{H}=\left(H_{i j k}\right)$ from vector $\boldsymbol{u}^{\prime}$, where

$$
H_{i j k}=\left\{\begin{align*}
1, & (i, j, k) \in\{(1,2,3),(2,3,1),(3,1,2)\}  \tag{14}\\
-1, & (i, j, k) \in\{(1,3,2),(2,1,3),(3,2,1)\} \\
0, & \text { otherwise }
\end{align*}\right.
$$

Since $\mathcal{V}[\boldsymbol{F}]$ and $\boldsymbol{V}\left[\boldsymbol{u}^{\prime}\right]$ are known, we can use the covariance tensor calculus of Subsection 10.2, particularly Eq. (64), to find

$$
\begin{align*}
\mathcal{V}\left[\boldsymbol{M}^{\prime}\right]= & \frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{F}} \mathcal{V}[\boldsymbol{F}] \frac{\partial \boldsymbol{M}^{\prime^{T}}}{\partial \boldsymbol{F}}+\frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{u}^{\prime}} \boldsymbol{V}\left[\boldsymbol{u}^{\prime}\right] \frac{\partial \boldsymbol{M}^{\prime T}}{\partial \boldsymbol{u}^{\prime}}+ \\
& \frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{F}} \mathcal{V}\left[\boldsymbol{F}, \boldsymbol{u}^{\prime}\right] \frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{u}^{\prime}}+\frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{u}^{\prime}} \mathcal{V}\left[\boldsymbol{u}^{\prime}, \boldsymbol{F}\right] \frac{\partial \boldsymbol{M}^{\prime T}}{\partial \boldsymbol{F}} \tag{15}
\end{align*}
$$

We can calculate the gradient tensors

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{F}}\right)_{i j m n} & =-\frac{\partial \sum_{k}\left(\lfloor\boldsymbol{u}\rfloor_{x}\right)_{i k} F_{k j}}{\partial F_{m n}} \\
& =-\sum_{k, l} H_{i k l}\left(\frac{\partial \boldsymbol{u}}{\partial \boldsymbol{F}}\right)_{l m n} F_{k j}-\left\{\begin{array}{cl}
\left(\lfloor\boldsymbol{u}\rfloor_{x}\right)_{i m}, & n=j \\
0, & \text { else }
\end{array}\right. \tag{16}
\end{align*}
$$

as well as

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{M}}{\partial \boldsymbol{u}^{\prime}}\right)_{i j l} & =-\frac{\partial \sum_{k}\left(\lfloor\boldsymbol{u}\rfloor_{\times}\right)_{i k} F_{k j}}{\partial\left(\boldsymbol{u}^{\prime}\right)_{l}} \\
& =-\sum_{k=1}^{3} \frac{\partial\left(\lfloor\boldsymbol{u}\rfloor_{\times}\right)_{i k}}{\partial\left(\boldsymbol{u}^{\prime}\right)_{l}} F_{k j}+\left(\lfloor\boldsymbol{u}\rfloor_{\times}\right)_{i k} \underbrace{\frac{\partial F_{k j}}{\partial\left(\boldsymbol{u}^{\prime}\right)_{l}}}_{=\mathcal{O}} \\
& =-\sum_{k=1}^{3} H_{i k l} F_{k j} . \tag{17}
\end{align*}
$$

We further have

$$
\begin{equation*}
\left(\frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{F}} \mathcal{V}[\boldsymbol{F}] \frac{\partial \boldsymbol{M}^{\prime} \boldsymbol{T}}{\partial \boldsymbol{F}}\right)_{i j k l}=\sum_{m, n, p, q}{\frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{F}}}_{i j m n} \cdot \frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{F}}{ }_{k l p q} \cdot \mathcal{V}[\boldsymbol{F}]_{m n p q} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{u}^{\prime}} \boldsymbol{V}\left[\boldsymbol{u}^{\prime}\right] \frac{\partial \boldsymbol{M}^{\prime} T}{\partial \boldsymbol{u}^{\prime}}\right)_{i j k l}=\sum_{m, n} \frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{u}^{\prime}}{ }_{i j m} \cdot \frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{u}^{\prime} k l n} \cdot \boldsymbol{V}\left[\boldsymbol{u}^{\prime}\right]_{m n} \tag{19}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\left(\frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{F}} \mathcal{V}\left[\boldsymbol{F}, \boldsymbol{u}^{\prime}\right] \frac{\partial \boldsymbol{M}^{\prime T}}{\partial \boldsymbol{u}^{\prime}}\right)_{i j k l}=\sum_{m, n, p}{\frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{F}}}_{i j m n} \cdot{\frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{u}_{k l p}^{\prime}}}_{k l} \cdot \mathcal{V}\left[\boldsymbol{F}, \boldsymbol{u}^{\prime}\right]_{m n p} \tag{20}
\end{equation*}
$$

and furtheron

$$
\begin{equation*}
\left(\frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{u}^{\prime}} \mathcal{V}\left[\boldsymbol{u}^{\prime}, \boldsymbol{F}\right] \frac{\partial \boldsymbol{M}^{\prime}{ }^{T}}{\partial \boldsymbol{F}}\right)_{i j k l}=\sum_{m, n, p} \frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{u}^{\prime}}{ }_{i j m} \cdot \frac{\partial \boldsymbol{M}^{\prime}}{\partial \boldsymbol{F}}{ }_{k l n p} \cdot \mathcal{V}\left[\boldsymbol{u}^{\prime}, \boldsymbol{F}\right]_{m n p} . \tag{21}
\end{equation*}
$$

In order to find $\mathcal{V}\left[\boldsymbol{P}^{\prime}\right]$ for $\boldsymbol{P}^{\prime}$ as it is specified in Eq. (10), we derive

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{P}^{\prime}}{\partial \boldsymbol{M}^{\prime}}\right)_{i j k l} & = \begin{cases}1, & i=k \& j=l \leq 3 \\
0, & \text { else }\end{cases} \\
\left(\frac{\partial \boldsymbol{P}^{\prime}}{\partial \boldsymbol{u}^{\prime}}\right)_{i j k} & = \begin{cases}1, & i=k \& j=4 \\
0, & \text { else }\end{cases}
\end{align*}
$$

Finally, we yield

$$
\mathcal{V}\left[\boldsymbol{P}^{\prime}\right]_{i j k l}=\left\{\begin{array}{ll}
\mathcal{V}\left[\boldsymbol{M}^{\prime}\right]_{i j k l} & , \quad i, j, k, l \in\{1,2,3\}  \tag{23}\\
\boldsymbol{V}\left[\boldsymbol{u}^{\prime}\right]_{i k} & , \quad i, k \in\{1,2,3\} \quad \text { and } j=l=4 \\
\mathcal{V}\left[\boldsymbol{M}^{\prime}, \boldsymbol{u}^{\prime}\right]_{i j k}, & i, j, k \in\{1,2,3\} \quad \text { and } l=4 \\
\mathcal{V}\left[\boldsymbol{M}^{\prime}, \boldsymbol{u}^{\prime}\right]_{j l i}, & i, k, l \in\{1,2,3\} \quad \text { and } j=4
\end{array} .\right.
$$

## 5 Reconstruction in the Canonical Projective Geometry

Given the canonic pair $\left(\boldsymbol{P}, \boldsymbol{P}^{\prime}\right)=\left((\boldsymbol{I} \mid 0),\left(\boldsymbol{M}^{\prime} \mid \boldsymbol{u}^{\prime}\right)\right)$ of projective projection matrices, their respective covariance tensors $\mathcal{V}[\boldsymbol{P}]$ and $\mathcal{V}\left[\boldsymbol{P}^{\prime}\right]$ as well as a pair $\left(\boldsymbol{x}, \boldsymbol{x}^{\prime}\right)$ of image points and their respective covariance matrices $\boldsymbol{V}[\boldsymbol{x}]$ and $\boldsymbol{V}\left[\boldsymbol{x}^{\prime}\right]$. We reconstruct the scene point $z$ in the canonic frame using a method published by [Zhang 96], which combines the two standard projection equations for the two image points in a homogeneous linear system. Since its kernel contains scene point $z$, we can apply the theory of Subsection 10.1 to get an uncertainty description for vector $\boldsymbol{z}$.

For projective reconstruction of $\boldsymbol{z}$ from $\boldsymbol{x}=\left(x_{1}, x_{2}, 1\right), \boldsymbol{x}^{\prime}=\left(x_{1}^{\prime}, x_{2}^{\prime}, 1\right)$, and the projection matrices $\boldsymbol{P}$, and $\boldsymbol{P}^{\prime}$, we use the method given in [Zhang 96]. Let $\boldsymbol{p}_{i}$ and $\boldsymbol{p}_{i}^{\prime}$ be the $i$-th row vectors of $\boldsymbol{P}$, and $\boldsymbol{P}^{\prime}$, respectively. Then the method relies on singular value decomposition to find the nullspace of the
linear system

$$
A \cdot \boldsymbol{z}=\binom{\boldsymbol{A}_{0}}{\boldsymbol{A}_{0}^{\prime}} \cdot \boldsymbol{z}=\left(\begin{array}{c}
p_{1}-x_{1} \cdot \boldsymbol{p}_{3}  \tag{24}\\
\boldsymbol{p}_{2}-x_{2} \cdot \boldsymbol{p}_{3} \\
\boldsymbol{p}_{1}^{\prime}-x_{1}^{\prime} \cdot \boldsymbol{p}_{3}^{\prime} \\
\boldsymbol{p}_{2}^{\prime}-x_{2}^{\prime} \cdot \boldsymbol{p}_{3}^{\prime}
\end{array}\right) \cdot \boldsymbol{z}=\mathbf{0}
$$

i.e. the eigenvector corresponding to the smallest eigenvalue of $A^{T} \cdot A$. In a comparison of projective reconstruction methods (cf. [Rothwell et al. 97]), this method was found to be superior to four other common approaches. In order to calculate $\mathcal{V}[\boldsymbol{A}]$, we state

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{A}_{0}}{\partial \boldsymbol{P}}\right)_{i j k l} & =\frac{\partial\left(\boldsymbol{P}_{i j}-x_{i} \boldsymbol{P}_{3 j}\right)}{\partial \boldsymbol{P}_{k l}}=\left\{\begin{array}{ll}
\frac{\partial\left(\boldsymbol{P}_{i l}-x_{i} \boldsymbol{P}_{3 l}\right)}{\partial \boldsymbol{P}_{k l}}, & j=l \\
0, & \text { else }
\end{array}\right\} \\
& =\left\{\begin{aligned}
1, & j=l, i=k \leq 2 \\
-x_{i}, & j=l, k=3, i \leq 2 \\
0, & \text { else }
\end{aligned}\right. \tag{25}
\end{align*}
$$

Furthermore, we find

$$
\left(\frac{\partial \boldsymbol{A}_{0}}{\partial \boldsymbol{x}}\right)_{i j k}=\frac{\partial\left(\boldsymbol{P}_{i j}-x_{i} \boldsymbol{P}_{3 j}\right)}{\partial \boldsymbol{x}_{k}}=\left\{\begin{array}{cl}
-\boldsymbol{P}_{3 j}, & i=k \leq 2  \tag{26}\\
0, & \text { else }
\end{array}\right.
$$

Analog statements can be given for the gradients $\frac{\partial \boldsymbol{A}_{0}^{\prime}}{\partial \boldsymbol{P}^{\prime}}$ and $\frac{\partial \boldsymbol{A}_{0}^{\prime}}{\partial \boldsymbol{x}^{\prime}}$. Using the equations

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{A}_{0}}\right)_{i j m n} & = \begin{cases}1, & i=m \leq 2, j=n \\
0, & \text { else }\end{cases} \\
\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{A}_{0}^{\prime}}\right)_{i j m n} & = \begin{cases}1, & i-2=m \leq 2, j=n \\
0, & \text { else }\end{cases}
\end{align*}
$$

we arrive at the following four gradient descriptions:

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{P}}\right)_{i j k l} & =\sum_{m, n}\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{A}_{0}}\right)_{i j m n}\left(\frac{\partial \boldsymbol{A}_{0}}{\partial \boldsymbol{P}}\right)_{m n k l}=\left\{\begin{array}{ll}
\left(\frac{\partial \boldsymbol{A}_{0}}{\partial \boldsymbol{P}}\right)_{i j k l}, & i \leq 2 \\
0 & \text { else }
\end{array}\right\} \\
& =\left\{\begin{aligned}
1, & 1 \leq i=k \leq 2, j=l \\
-x_{i}, & 1 \leq i \leq 2, k=3, j=l \\
0, & \text { else }
\end{aligned}\right. \tag{28}
\end{align*}
$$

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{x}}\right)_{i j k} & =\left\{\begin{aligned}
-\boldsymbol{P}_{3 j}, & 1 \leq i=k \leq 2 \\
0, & \text { else }
\end{aligned}\right.  \tag{29}\\
\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{P}^{\prime}}\right)_{i j k l} & =\left\{\begin{aligned}
1, & 3 \leq i=k+2 \leq 4, j=l \\
-x_{i-2}, & 3 \leq i \leq 4, k=3, j=l \\
0, & \text { else }
\end{aligned}\right.  \tag{30}\\
\left(\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{x}^{\prime}}\right)_{i j k} & =\left\{\begin{aligned}
-\boldsymbol{P}_{3 j}^{\prime}, & 3 \leq i=k+2 \leq 4 \\
0, & \text { else }
\end{aligned}\right. \tag{31}
\end{align*}
$$

If also the 16 covariance tensors and matrices, which describe all stochastic relations between $\boldsymbol{P}, \boldsymbol{x}, \boldsymbol{P}^{\prime}, \boldsymbol{x}^{\prime}$, are given, then an approximation for the error distribution of $A$ can be found. Subsequently, these 16 covariance tensors and matrices are discussed.

- The covariance tensors $\mathcal{V}[\boldsymbol{P}], \mathcal{V}\left[\boldsymbol{P}^{\prime}\right]$ and matrices $\boldsymbol{V}[\boldsymbol{x}], \boldsymbol{V}\left[\boldsymbol{x}^{\prime}\right]$ as well as $\boldsymbol{V}\left[\boldsymbol{x}, \boldsymbol{x}^{\prime}\right], \boldsymbol{V}\left[\boldsymbol{x}^{\prime}, \boldsymbol{x}\right]$ are known.
- Since $\mathcal{V}[\boldsymbol{P}]$ is 3434-nulltensor, the covariance tensors $\mathcal{V}[\boldsymbol{P}, \boldsymbol{x}], \mathcal{V}\left[\boldsymbol{P}, \boldsymbol{P}^{\prime}\right]$, $\mathcal{V}\left[\boldsymbol{P}, \boldsymbol{x}^{\prime}\right], \mathcal{V}[\boldsymbol{x}, \boldsymbol{P}], \mathcal{V}\left[\boldsymbol{P}^{\prime}, \boldsymbol{P}\right]$, and $\mathcal{V}\left[\boldsymbol{x}^{\prime}, \boldsymbol{P}\right]$ are also nulltensors.
- The remaining covariance tensors $\mathcal{V}\left[\boldsymbol{x}, \boldsymbol{P}^{\prime}\right], \mathcal{V}\left[\boldsymbol{P}^{\prime}, \boldsymbol{x}\right], \mathcal{V}\left[\boldsymbol{P}^{\prime}, \boldsymbol{x}^{\prime}\right], \mathcal{V}\left[\boldsymbol{x}^{\prime}, \boldsymbol{P}^{\prime}\right]$ all stochastically relate an image point to projection matrix $\boldsymbol{P}^{\prime}$. Gradient tensors $\frac{\partial M^{\prime}}{\partial \boldsymbol{F}}$ and $\frac{\partial \boldsymbol{P}^{\prime}}{\partial \boldsymbol{M}^{\prime}}$ are known from Eqs. (16) and (22), respectively. Therefore, gradient tensor $\frac{\partial \boldsymbol{P}^{\prime}}{\partial \boldsymbol{F}}$ is computable. Also, $\mathcal{V}[\boldsymbol{x}, \boldsymbol{F}]$, $\mathcal{V}[\boldsymbol{F}, \boldsymbol{x}], \mathcal{V}\left[\boldsymbol{F}, \boldsymbol{x}^{\prime}\right], \mathcal{V}\left[\boldsymbol{x}^{\prime}, \boldsymbol{F}\right]$ can be derived from the epipolar error equation (cf. [Kanatani 96])

$$
\begin{equation*}
\hat{e}=\boldsymbol{x}^{\prime} \cdot \boldsymbol{F} \cdot \boldsymbol{x} \tag{32}
\end{equation*}
$$

Thus, two of the four remaining covariance tensors are defined to be

$$
\begin{equation*}
\mathcal{V}\left[\boldsymbol{x}, \boldsymbol{P}^{\prime}\right]=\mathcal{V}[\boldsymbol{x}, \boldsymbol{F}]\left(\frac{\partial \boldsymbol{P}^{\prime}}{\partial \boldsymbol{F}}\right)^{T} \quad \text { and } \quad \mathcal{V}\left[\boldsymbol{P}^{\prime}, \boldsymbol{x}\right]=\left(\frac{\partial \boldsymbol{P}^{\prime}}{\partial \boldsymbol{F}}\right) \mathcal{V}[\boldsymbol{F}, \boldsymbol{x}] \tag{33}
\end{equation*}
$$

The covariance tensors $\mathcal{V}\left[\boldsymbol{P}^{\prime}, \boldsymbol{x}^{\prime}\right]$ and $\mathcal{V}\left[\boldsymbol{x}^{\prime}, \boldsymbol{P}^{\prime}\right]$ are defined analogously.
Again, the theory of Section 3, particulary Eq. (9), tells us how to find a covariance description $V[\boldsymbol{z}]$ for reconstructed 3 D point $\boldsymbol{z}$. Eq. (72) of Subsection 10.3 is useful for the calculation of the normalization of 3 D point $\boldsymbol{z}$ and its covariance description $\boldsymbol{V}[\boldsymbol{z}]$.

Moreover, since the gradient tensors $\frac{\partial z}{\partial A}$ as well as $\frac{\partial A}{\partial \boldsymbol{P}}, \frac{\partial \boldsymbol{A}}{\partial \boldsymbol{P}^{\prime}}$ and $\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{x}}$, $\frac{\partial \boldsymbol{A}}{\partial \boldsymbol{x}^{\prime}}$ are known, gradient expressions $\frac{\partial \boldsymbol{z}}{\partial \boldsymbol{x}}, \frac{\partial \boldsymbol{z}}{\partial \boldsymbol{x}^{\prime}}, \frac{\partial \boldsymbol{z}}{\partial \boldsymbol{P}}$, and $\frac{\partial \boldsymbol{z}}{\partial \boldsymbol{P}^{\prime}}$ can be calculated. Finally, we yield the covariance tensors $\mathcal{V}[\boldsymbol{z}, \boldsymbol{P}], \mathcal{V}[\boldsymbol{P}, \boldsymbol{z}], \mathcal{V}\left[\boldsymbol{P}^{\prime}, \boldsymbol{z}\right]$, $\mathcal{V}\left[\boldsymbol{z}, \boldsymbol{P}^{\prime}\right]$ as well as the covariance matrices $\boldsymbol{V}[\boldsymbol{z}, \boldsymbol{x}], \boldsymbol{V}\left[\boldsymbol{z}, \boldsymbol{x}^{\prime}\right], \boldsymbol{V}[\boldsymbol{x}, \boldsymbol{z}], \boldsymbol{V}\left[\boldsymbol{x}^{\prime}, \boldsymbol{z}\right]$.

It is important to realize that reconstruction introduces through projection matrices $\boldsymbol{P}$ and $\boldsymbol{P}^{\prime}$ a stochastical dependency $\boldsymbol{V}\left[\boldsymbol{z}_{\alpha}, \boldsymbol{z}_{\beta}\right]$ between arbitrary reconstructed 3 D points $\boldsymbol{z}_{\alpha}$ and $\boldsymbol{z}_{\beta}$ :

$$
\begin{align*}
\boldsymbol{V}\left[\boldsymbol{z}_{\alpha}, \boldsymbol{z}_{\beta}\right]= & \frac{\partial \boldsymbol{z}_{\alpha}}{\partial \boldsymbol{P}} \mathcal{V}[\boldsymbol{P}] \frac{\partial \boldsymbol{z}_{\beta}{ }^{T}}{\partial \boldsymbol{P}}+\frac{\partial \boldsymbol{z}_{\alpha}}{\partial \boldsymbol{P}} \mathcal{V}\left[\boldsymbol{P}, \boldsymbol{P}^{\prime}\right] \frac{\partial \boldsymbol{z}_{\beta}{ }^{T}}{\partial \boldsymbol{P}^{\prime}} \\
& +\frac{\partial \boldsymbol{z}_{\alpha}}{\partial \boldsymbol{P}^{\prime}} \mathcal{V}\left[\boldsymbol{P}^{\prime}, \boldsymbol{P}\right] \frac{\partial \boldsymbol{z}_{\beta}^{T}}{\partial \boldsymbol{P}}+\frac{\partial \boldsymbol{z}_{\alpha}}{\partial \boldsymbol{P}^{\prime}} \mathcal{V}\left[\boldsymbol{P}^{\prime}\right] \frac{\partial \boldsymbol{z}_{\beta}{ }^{T}}{\partial \boldsymbol{P}^{\prime}} \tag{34}
\end{align*}
$$

In the case of reconstruction in the canonical projective geometry the first three summands of Eq. (34) are nulltensors.

## 6 Uncertainty of the General Projective Geometry

Given the canonic pair $\left(\boldsymbol{P}, \boldsymbol{P}^{\prime}\right)=\left((\boldsymbol{I} \mid \mathbf{0}),\left(\boldsymbol{M}^{\prime} \mid \boldsymbol{u}^{\prime}\right)\right)$ of projective projection matrices, their respective covariance tensors $\mathcal{V}[\boldsymbol{P}]$ and $\mathcal{V}\left[\boldsymbol{P}^{\prime}\right]$ as well as five reconstructed scene points $\boldsymbol{z}_{\alpha}$ and their respective covariance matrices $\boldsymbol{V}\left[\boldsymbol{z}_{\alpha}\right]$, we can specify a homography $\boldsymbol{H}$, which transforms the descriptions relative to the canonical projective frame into an arbitrary projective frame.

Define $\boldsymbol{Z}=\left(\boldsymbol{z}_{1} \ldots \boldsymbol{z}_{5}\right)$ with $\boldsymbol{z}_{\alpha}, \alpha=1, \ldots, 5$. Matrix $\boldsymbol{Z}$ defines a projective basis in projective space $\mathcal{P}^{3}$. Necessarily, the $\boldsymbol{z}_{\alpha}$ are linearly independent and

$$
\begin{equation*}
\exists \boldsymbol{\lambda}=\left(\lambda_{1}, \ldots, \lambda_{5}\right) \neq 0: \boldsymbol{Z} \cdot \boldsymbol{\lambda}=0 . \tag{35}
\end{equation*}
$$

With the projective equations $\boldsymbol{z}_{\alpha}=\lambda_{\alpha} \cdot \boldsymbol{z}_{\alpha}$ and $\boldsymbol{z}_{5}=\sum_{\alpha=1}^{4} \lambda_{\alpha} \cdot \boldsymbol{z}_{\alpha}$, we have

$$
\boldsymbol{Z}=\underbrace{\left(\lambda_{1} \boldsymbol{z}_{1} \ldots \lambda_{4} \boldsymbol{z}_{4}\right)}_{=: \boldsymbol{H}} \cdot\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 1  \tag{36}\\
0 & 1 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1
\end{array}\right)
$$

which defines homography $\boldsymbol{H}$. Eq. (35) is a homogeneous linear equation and the theory of Section 3, particulary Eq. (9), tells us how to find a covariance
description $V[\lambda]$ for solution vector $\lambda$. Prior to that, covariance tensor $\mathcal{V}[Z]$ is to be defined using Eq. (34) and

$$
\left(\frac{\partial \boldsymbol{Z}}{\partial \boldsymbol{z}_{l}}\right)_{i j k}= \begin{cases}1, & i=k, j=l  \tag{37}\\ 0, & \text { else }\end{cases}
$$

where $k$ indexes the $k$-th component of vector $\boldsymbol{z}_{l}$. A calculation yields

$$
\begin{align*}
\mathcal{V}[\boldsymbol{Z}]_{i j k l} & =\left(\sum_{m, n=1}^{5} \frac{\partial \boldsymbol{Z}}{\partial \boldsymbol{z}_{m}} \boldsymbol{V}\left[\boldsymbol{z}_{m}, \boldsymbol{z}_{n}\right] \frac{\partial \boldsymbol{Z}^{T}}{\partial \boldsymbol{z}_{n}}\right)_{i j k l}  \tag{38}\\
& =\sum_{m, n=1}^{5}\left(\sum_{p, q}\left(\frac{\partial \boldsymbol{Z}}{\partial \boldsymbol{z}_{m}}\right)_{i j p} \boldsymbol{V}\left[\boldsymbol{z}_{m}, \boldsymbol{z}_{n}\right]_{p q}\left(\frac{\partial \boldsymbol{Z}}{\partial \boldsymbol{z}_{n}}\right)_{k l q}\right)  \tag{39}\\
& =\boldsymbol{V}\left[\boldsymbol{z}_{j}, \boldsymbol{z}_{l}\right]_{i k} \tag{40}
\end{align*}
$$

An approximation to the covariance tensor $\mathcal{V}[\boldsymbol{H}]$ of homography $\boldsymbol{H}$ is defined as

$$
\begin{equation*}
\mathcal{V}[\boldsymbol{H}]=\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{Z}} \mathcal{V}[\boldsymbol{Z}] \frac{\partial \boldsymbol{H}^{T}}{\partial \boldsymbol{Z}}+\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{\lambda}} \boldsymbol{V}[\boldsymbol{\lambda}] \frac{\partial \boldsymbol{H}^{T}}{\partial \boldsymbol{\lambda}}+\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{Z}} \mathcal{V}[\boldsymbol{Z}, \boldsymbol{\lambda}] \frac{\partial \boldsymbol{H}^{T}}{\partial \boldsymbol{\lambda}}+\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{\lambda}} \mathcal{V}[\boldsymbol{\lambda}, \boldsymbol{Z}] \frac{\partial \boldsymbol{H}^{T}}{\partial \boldsymbol{Z}} \tag{41}
\end{equation*}
$$

Next, we note $\boldsymbol{H}_{i j}=\lambda_{j}^{\prime} \cdot \boldsymbol{Z}_{i j}, j \leq 4$ as well as $\lambda_{j}^{\prime}=\lambda_{j} / \lambda_{5}$ and derive

$$
\begin{equation*}
\left(\frac{\partial \lambda_{j}^{\prime}}{\partial \boldsymbol{Z}}\right)_{k l}=\frac{1}{\lambda_{5}^{2}}\left(-\lambda_{j} \cdot \frac{\partial \lambda_{5}}{\partial \boldsymbol{Z}_{k l}}+\lambda_{5} \cdot \frac{\partial \lambda_{j}}{\partial \boldsymbol{Z}_{k l}}\right) . \tag{42}
\end{equation*}
$$

Then the gradients $\frac{\partial \boldsymbol{H}}{\partial \lambda}$ and $\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{Z}}$ are specified as follows:

$$
\frac{\partial \boldsymbol{H}_{i j}}{\partial \boldsymbol{Z}_{k l}}=\frac{\partial\left(\lambda_{j}^{\prime} \cdot \boldsymbol{Z}_{i j}\right)}{\partial \boldsymbol{Z}_{k l}}=\frac{\partial \lambda_{j}^{\prime}}{\partial \boldsymbol{Z}_{k l}} \cdot \boldsymbol{Z}_{i j}+\lambda_{j}^{\prime} \cdot \frac{\partial \boldsymbol{Z}_{i j}}{\partial \boldsymbol{Z}_{k l}}=\frac{\partial \lambda_{j}^{\prime}}{\partial \boldsymbol{Z}_{k l}} \cdot \boldsymbol{Z}_{i j}+\left\{\begin{array}{cl}
\lambda_{j}^{\prime}, & i=k, j=l \leq 4  \tag{43}\\
0, & \text { else }
\end{array}\right.
$$

and

$$
\frac{\partial \boldsymbol{H}_{i j}}{\partial \boldsymbol{\lambda}_{k}}=\frac{\partial\left(\lambda_{j}^{\prime} \cdot \boldsymbol{Z}_{i j}\right)}{\partial \boldsymbol{\lambda}_{k}}=\frac{\partial \lambda_{j}^{\prime}}{\partial \boldsymbol{\lambda}_{k}} \cdot \boldsymbol{Z}_{i j}+\lambda_{j}^{\prime} \cdot \frac{\partial \boldsymbol{Z}_{i j}}{\partial \boldsymbol{\lambda}_{k}}=\left\{\begin{align*}
\frac{1}{\lambda_{5}} \cdot \boldsymbol{Z}_{i j}, & k=j \leq 4  \tag{44}\\
-\frac{\lambda_{j}^{\prime}}{\lambda_{5}^{2}} \cdot \boldsymbol{Z}_{i j}, & k=5 \\
0, & \text { else }
\end{align*}\right\}+\lambda_{j}^{\prime} \cdot \frac{\partial \boldsymbol{Z}_{i j}}{\partial \boldsymbol{\lambda}_{k}} .
$$



Figure 2: Left Image: A synthetic 3D grid of $4 \times 4 \times 4$ equally spaced 3D points is defined and used to assess the quality of error description that is possible with the approach detailed in this report. Right Image: The results of empiric error estimation based on 100 generated image data sets is shown.
For covariance tensor $\mathcal{V}[\boldsymbol{Z}, \boldsymbol{\lambda}]$ equation $\left.\mathcal{V}[\boldsymbol{Z}, \boldsymbol{\lambda}]=\mathcal{V}[\boldsymbol{Z}] \cdot \frac{\partial \boldsymbol{\lambda}}{\partial \boldsymbol{Z}}{ }^{T} \boldsymbol{E}[\boldsymbol{Z}]\right)$ holds and Eq. (42) defines each component of $\frac{\partial \lambda}{\partial Z}$. A similar equation can be set up for covariance tensor $\mathcal{V}[\boldsymbol{\lambda}, \boldsymbol{Z}]$.

Since we are also interested in the statistic relation $\mathcal{V}\left[\boldsymbol{z}_{\alpha}, \boldsymbol{H}\right]$ of reconstructed 3D point $\boldsymbol{z}_{\alpha}$ and homography $\boldsymbol{H}$, gradient $\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{z}_{\alpha}}$ is derived:

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{z}_{\alpha}}\right)_{i j k} & =\frac{\partial \boldsymbol{H}}{\partial(\boldsymbol{\lambda}, \boldsymbol{Z})} \cdot \frac{\partial(\boldsymbol{\lambda}, \boldsymbol{Z})}{\partial \boldsymbol{z}_{\alpha}}=\sum_{n} \frac{\partial \boldsymbol{H}_{i j}}{\partial \boldsymbol{\lambda}_{n}}\left(\frac{\partial \boldsymbol{\lambda}}{\partial \boldsymbol{Z}} \cdot \frac{\partial \boldsymbol{Z}}{\partial \boldsymbol{z}_{\alpha}}\right)_{n k}+\left(\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{Z}} \cdot \frac{\partial \boldsymbol{Z}}{\partial \boldsymbol{z}_{\alpha}}\right)_{i j k} \\
& =\sum_{n} \frac{\partial \boldsymbol{H}_{i j}}{\partial \boldsymbol{\lambda}_{n}}\left(\sum_{p, q} \frac{\partial \boldsymbol{\lambda}_{n}}{\partial \boldsymbol{Z}_{p q}}\left(\frac{\partial \boldsymbol{Z}}{\partial \boldsymbol{z}_{\alpha}}\right)_{p q k}\right)+\left(\sum_{m, n} \frac{\partial \boldsymbol{H}_{i j}}{\partial \boldsymbol{Z}_{m n}}\left(\frac{\partial \boldsymbol{Z}}{\partial \boldsymbol{z}_{\alpha}}\right)_{m n k}\right) \\
& =\sum_{n} \frac{\partial \boldsymbol{H}_{i j}}{\partial \boldsymbol{\lambda}_{n}} \frac{\partial \boldsymbol{\lambda}_{n}}{\partial \boldsymbol{Z}_{k m}}+\frac{\partial \boldsymbol{H}_{i j}}{\partial \boldsymbol{Z}_{k m}} \tag{47}
\end{align*}
$$

Other statistic relations we are interested in are $\mathcal{V}[\boldsymbol{P}, \boldsymbol{H}]$ and $\mathcal{V}\left[\boldsymbol{P}^{\prime}, \boldsymbol{H}\right]$. These covariance tensors are determined by equations

$$
(\mathcal{V}[\boldsymbol{P}, \boldsymbol{H}])_{i j k l}=\sum_{m, n}\left(\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{P}}\right)_{k l m n} \cdot(\mathcal{V}[\boldsymbol{P}])_{i j m n}
$$

and

$$
\begin{equation*}
\left(\mathcal{V}\left[\boldsymbol{P}^{\prime}, \boldsymbol{H}\right]\right)_{i j k l}=\sum_{m, n}\left(\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{P}^{\prime}}\right)_{k l m n} \cdot\left(\mathcal{V}\left[\boldsymbol{P}^{\prime}\right]\right)_{i j m n} \tag{48}
\end{equation*}
$$

where gradients $\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{P}}$ and $\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{P}^{\prime}}$ are products of gradients $\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{z}_{\alpha}}$ and $\frac{\partial \boldsymbol{z}_{\alpha}}{\partial \boldsymbol{P}}, \alpha=$ $1, \ldots, 5$, as well as $\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{z}_{\alpha}}$ and $\frac{\partial \boldsymbol{z}_{\alpha}}{\partial \boldsymbol{P}^{\prime}}$, respectively.

The actual transform of the projective basis is done by $\boldsymbol{Q}=\boldsymbol{P} \cdot \boldsymbol{H}$ and $\boldsymbol{Q}^{\prime}=\boldsymbol{P}^{\prime} \cdot \boldsymbol{H}$. Using the covariance tensor calculus on the input covariances $\mathcal{V}[\boldsymbol{H}], \mathcal{V}[\boldsymbol{H}, \boldsymbol{P}], \mathcal{V}\left[\boldsymbol{H}, \boldsymbol{P}^{\prime}\right]$, we can come up with uncertainty descriptions $\mathcal{V}[\boldsymbol{Q}], \mathcal{V}\left[\boldsymbol{Q}^{\prime}\right]$, but also with $\mathcal{V}\left[\boldsymbol{Q}, \boldsymbol{Q}^{\prime}\right]=\frac{\partial \boldsymbol{Q}}{\partial \boldsymbol{H}} \cdot \mathcal{V}[\boldsymbol{H}] \cdot \frac{\partial \boldsymbol{Q}^{\prime T}}{\partial \boldsymbol{H}}$.

## 7 Reconstruction in the General Projective Geometry

The theory of Section 5 can be used for the task of reconstructing a 3d point in the general projective geometry that is specified by matrices $Q$ and $\boldsymbol{Q}^{\prime}$ of Section 6. Apart from the uncertainty descriptions $\mathcal{V}[\boldsymbol{x}, \boldsymbol{Q}], \mathcal{V}\left[\boldsymbol{x}, \boldsymbol{Q}^{\prime}\right]$, $\mathcal{V}\left[\boldsymbol{x}, \boldsymbol{Q}^{\prime}\right]$, and $\mathcal{V}\left[\boldsymbol{x}^{\prime}, \boldsymbol{Q}^{\prime}\right]$ all other uncertainty descriptions such as $\mathcal{V}[\boldsymbol{Q}]$ and $\mathcal{V}\left[Q^{\prime}\right]$ are known. We can approximate
$\mathcal{V}[\boldsymbol{Q}, \boldsymbol{x}]=\frac{\partial \boldsymbol{Q}}{\partial \boldsymbol{P}} \cdot \mathcal{V}[\boldsymbol{P}, \boldsymbol{x}] \quad$ where $\quad\left(\frac{\partial \boldsymbol{Q}}{\partial \boldsymbol{P}}\right)_{i j k l}=\sum_{m n}\left(\frac{\partial \boldsymbol{Q}}{\partial \boldsymbol{H}}\right)_{i j m n} \cdot\left(\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{P}}\right)_{m n k l}$.
The covariance tensors $\mathcal{V}[\boldsymbol{x}, \boldsymbol{Q}], \mathcal{V}\left[\boldsymbol{x}, \boldsymbol{Q}^{\prime}\right], \mathcal{V}\left[\boldsymbol{x}, \boldsymbol{Q}^{\prime}\right]$, and $\mathcal{V}\left[\boldsymbol{x}^{\prime}, \boldsymbol{Q}^{\prime}\right]$ can be derived analogously.

## 8 Experiment

### 8.1 Synthetic Image Data

This experiment with synthetic data serves to assess the error estimation capabilities of the approach. Comparison to the truth as well as to empirically estimated error descriptions is possible.

A 3D grid of $4 \times 4 \times 4$ equally spaced 3D points and 3 artificial cameras are defined. The 3D grid is projected to their respective image planes
(see Fig. 2). Image noise of $\sigma=0.6[$ pixel $]$ is added to the components of the projected points. In order to find the empirical error distribution, 100 data sets are generated this way. Per data set, a 3D point set is projectively reconstructed using the approach given in [Tonko \& Kinoshita 99]. The transformation into metric space is facilitated with the knowledge of the true homography, that transforms the true projective reconstruction into the true metric reconstruction.

Also image data set 6 is used to projectively reconstruct a 3D point cloud. Its error distribution is estimated with the approach detailed in this paper. The transfer into Euclidian space is done with an estimated homography, which can be calculated from the three images. Fig. 3 shows a close-up of 16 reconstructed 3D points. Precisely, the true 3D points, the empirically estimated 3D points including error distribution (light colors) as well as those estimated from data set 6 are shown (dark colors). The true points coincide with the empirical mean. Comparing the ellipsoids, you can judge that the estimation of ellipsoid orientation is quite good. Certainly, there is an overor underestimation of the ellipsoid volume. All ellipsoids correspond to a $75 \%$-confidence. Despite this low confidence, the true point is in all cases already within the dark colored ellipsoids, which correspond to the single shot estimation based on image data set 6 .

Next, the question "Is modelling of stochastic dependencies necessary?" is of interest. Fig. 4 shows four true 3D points and two error distributions per true point. The dark ellipsoids are calculated assuming that there is no stochastic dependency between the projection matrices and that those matrices are exact. It is further assumed that all reconstructed 3D points are stochastically independent from each other. The light ellipsoids are calculated under the assumption that all stochastic dependencies have to be modelled, i.e. the error propagation approach of this report is used. Note that each ellipsoid volume corresponds to a $99 \%$-confidence. One can see that all four dark ellipsoids do not contain the true value whereas the light ellipsoids do. Thus, the light ellipsoids describe the error better than the dark ellipsoids and it is strongly recommended to model the entire set of stochastic dependencies as done in this paper.

Fig. 5 shows that there is an unwanted error amplification outside of the region that is surrounded by the four reference points of the projective basis. This fact is also observed by [Georgis et al. 98], who state "... unless the points are projected within a region more or less surrounded by the reference points, we are bound to have amplification of the [3D position] error ...".

### 8.2 Real Image Data

In this experiment, real image data is used for 3D reconstruction (see Fig. 6). Three images of a polyhedral structure consisting of three planes, which are orthogonal to each other, are acquired. Subsequently, the projective reconstruction approach as detailed in this report and [Tonko \& Kinoshita 99] is applied to find a projective as well as 3D Euclidian reconstruction.

Fig. 7 shows the Euclidian reconstruction of the polyhedral structure from different views. One can see that angular information as well as length ratios are picked up with some error that has to be described. Fig. 8 shows the results of single-shot error distribution estimation as presented in this report. Note that the error estimation is done for a projective reconstruction. Using the estimated homography, which transforms the projective into an Euclidan reconstruction, as is, error ellipsoids can be transformed into and displayed in Euclidian space.

For each reconstructed point, its $99 \%$-confidence region is given as light gray rendered ellipsoid. Apart from the lower right image, all other images show two planar faces that are tilted towards a third planar face. Most of the error ellipsoids point into the direction of the tilt, i.e. they specify high error in the direction of the tilt. The lower right image shows not so much error when judging only from its appearance. Naturally, the error ellipsoids are quite small, i.e. the amount of light gray covering the dark gray rendered structure is small.

## 9 Conclusion

Based on an existing sequence of equations that allows to reconstruct 3D information from images taken with uncalibrated cameras (see [Tonko \& Kinoshita 99]), this report explains how uncertainty in the input data can be propagated through this sequence of equations into output data. The covariance tensor calculus is used to find approximate error descriptions for each equation of the sequence. The use of perturbation theory enables us to propagate uncertainty also in case of nullspace problems.

In the course of error propagation, we take all stochastic dependencies into account, which exist because of the nature of the problem. In particular, stochastic dependencies between two distinct reconstructed 3D points, but also between 3D points and projective projection matrices. Doing this,
the propagation of uncertainty gets much more complicated. However, a synthetic experiment validates that for the case of modelling all stochastic dependencies, on average a $99 \%$-confidence error distribution really contains the true value. Also it is shown that errors are damped or amplified in certain 3D point positions, which is due to the fact that the error propagation detailed in this report is a first order approximation of the truth.

The resulting error information can be used by error reduction approaches like the one detailed in [Kinoshita \& Tonko 99] which reduces the position uncertainty of each 3D point of a reconstructed point set based on a new image of this point set.

## 10 Theorems and Equations

### 10.1 Uncertainty of the Nullspace

Given a perturbed mn-matrix $C^{\prime}$ of rank $r=\min \{m, n\}-1$ and its covariance tensor $\mathcal{V}\left[\boldsymbol{C}^{\prime}\right]$, we want to find vector $\boldsymbol{u}^{\prime}$ of the nullspace of $\boldsymbol{C}^{\prime}$ and its covariance matrix $V\left[u^{\prime}\right]$.

Since [Kanatani \& Mishima 98] give results for the special case of the fundamental matrix and one epipol, we can easily generalize their result. First, we note that vector $\boldsymbol{u}^{\prime}$ coincides with the eigenvector $\boldsymbol{u}_{n}^{\prime}$ of the symmetric matrix $\boldsymbol{A}^{\prime}=\boldsymbol{C}^{\prime T} \boldsymbol{C}^{\prime}$, where $\boldsymbol{u}_{n}^{\prime}$ corresponds to eigenvalue $\lambda_{n}^{\prime}=0 . \boldsymbol{u}^{\prime}$ can thus be derived via eigenanalysis of $\boldsymbol{A}^{\prime}$.

Matrix $\boldsymbol{V}\left[\boldsymbol{u}^{\prime}\right]$ can be derived with the perturbation theorem given in [Kanatani 96], which states the relations

$$
\begin{align*}
\lambda_{i}^{\prime} & \approx \lambda_{i}+\epsilon \boldsymbol{u}_{i}^{T} D \boldsymbol{u}_{i}  \tag{50}\\
\boldsymbol{u}_{i}^{\prime} & \approx \boldsymbol{u}_{i}+\epsilon \sum_{j \neq i} \frac{\boldsymbol{u}_{j}^{T} \boldsymbol{D} \boldsymbol{u}_{i}}{\lambda_{i}-\lambda_{j}} \boldsymbol{u}_{j} \tag{51}
\end{align*}
$$

between the Eigenvalues $\lambda_{i}, \lambda_{i}^{\prime}$ and respective Eigenvectors $\boldsymbol{u}_{i}, \boldsymbol{u}_{i}^{\prime}$ of square matrices $\boldsymbol{A}$ and $\boldsymbol{A}^{\prime}=\boldsymbol{A}+\epsilon \boldsymbol{D}$ (also see Theorem 2).

In particular, because $\lambda_{n}=0$ and in general $\left(\boldsymbol{a}^{T} \boldsymbol{b}\right) \boldsymbol{c}=\left(\boldsymbol{c} \boldsymbol{a}^{T}\right) \boldsymbol{b}$, we have $\boldsymbol{u}_{n}^{\prime}=\boldsymbol{u}_{n}+\epsilon \sum_{j=1}^{r} \frac{\boldsymbol{u}_{j}^{T} \boldsymbol{D} \boldsymbol{u}_{n}}{\lambda_{n}-\lambda_{j}} \boldsymbol{u}_{j}=\boldsymbol{u}_{n}-\epsilon \sum_{j=1}^{r} \frac{\boldsymbol{u}_{j} \boldsymbol{u}_{j}^{T}}{\lambda_{j}} \boldsymbol{D} \boldsymbol{u}_{n}=\boldsymbol{u}_{n}-\epsilon(\boldsymbol{A})_{r}^{-} \boldsymbol{D} \boldsymbol{u}_{n}$,
where the rank-constrained generalized inverse $(\boldsymbol{A})_{r}^{-}$of $\boldsymbol{A}$ is defined as $(\boldsymbol{A})_{r}^{-}=$ $\sum_{j=1}^{r} \frac{1}{\lambda_{j}} \boldsymbol{u}_{j} \boldsymbol{u}_{j}^{T}$ (see [Kanatani 96]). Since $\boldsymbol{V}\left[\boldsymbol{u}_{n}^{\prime}\right]=E\left[\Delta \boldsymbol{u}_{n} \Delta \boldsymbol{u}_{n}^{T}\right]$ for $\boldsymbol{u}_{n}^{\prime}=$ $u_{n}+\Delta u_{n}$ and $(A)_{r}^{-}=\left((A)_{r}^{-}\right)^{T}$, we get

$$
\begin{align*}
\boldsymbol{V}\left[\boldsymbol{u}_{n}^{\prime}\right] & =E\left[\left(\epsilon(\boldsymbol{A})_{r}^{-} \boldsymbol{D} \boldsymbol{u}_{n}\right)\left(\epsilon(\boldsymbol{A})_{r}^{-} \boldsymbol{D} \boldsymbol{u}_{n}\right)^{T}\right] \\
& =\epsilon^{2} E\left[(\boldsymbol{A})_{r}^{-} \boldsymbol{D} \boldsymbol{u}_{n} \boldsymbol{u}_{n}^{T} \boldsymbol{D}^{T}(\boldsymbol{A})_{r}^{-}\right]  \tag{53}\\
& =\epsilon^{2}(\boldsymbol{A})_{r}^{-} E\left[\boldsymbol{D} \boldsymbol{u}_{n} \boldsymbol{u}_{n}^{T} \boldsymbol{D}^{T}\right](\boldsymbol{A})_{r}^{-}  \tag{54}\\
& =(\boldsymbol{A})_{r}^{-} \boldsymbol{G}(\boldsymbol{A})_{r}^{-} \tag{55}
\end{align*}
$$

Here, nn-matrix $G$ is elementwise defined as

$$
\begin{equation*}
G_{i j}=E\left[\sum_{k, l=1}^{n} \epsilon^{2} D_{i k} D_{i j}\left(u_{n} u_{n}^{T}\right)_{k l}\right]=\sum_{k, l=1}^{n} \mathcal{V}\left[\boldsymbol{A}^{\prime}\right]_{i k l j}\left(\boldsymbol{u}_{n} \boldsymbol{u}_{n}^{T}\right)_{k l} \tag{56}
\end{equation*}
$$

and $E[\cdot]$ denotes expectation for scalars.
In the following, we determine the covariance tensor $\mathcal{V}\left[\boldsymbol{A}^{\prime}\right]$ of matrix $\boldsymbol{A}^{\prime}$. In general, if covariance tensor $\mathcal{V}\left[C^{\prime}\right]$ of mn-matrix $\boldsymbol{C}^{\prime}$ is known, the covariance tensor $\mathcal{V}\left[\boldsymbol{A}^{\prime}\right]$ of nn-matrix $\boldsymbol{A}^{\prime}$ is calculated using

$$
\begin{equation*}
\mathcal{V}\left[\boldsymbol{A}^{\prime}\right]_{i k l j}=\sum_{m, p=1}^{\mathrm{m}} \sum_{n, q=1}^{\mathrm{n}}\left(\frac{\partial \boldsymbol{A}^{\prime}}{\partial \boldsymbol{C}^{\prime}}\right)_{i k m n}\left(\frac{\partial \boldsymbol{A}^{\prime}}{\partial \boldsymbol{C}^{\prime}}\right)_{l j p q} \quad \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{m n p q} . \tag{57}
\end{equation*}
$$

Given matrix $C^{\prime}$ and matrix $\boldsymbol{A}^{\prime}=\boldsymbol{C}^{\prime T} \cdot \boldsymbol{C}^{\prime}$, we get

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{A}^{\prime}}{\partial \boldsymbol{C}^{\prime}}\right)_{i k m n} & =\frac{\partial A_{i k}^{\prime}}{\partial C_{m n}^{\prime}}=\frac{\partial \sum_{j} C_{j i}^{\prime} \cdot C_{j k}^{\prime}}{\partial C_{m n}^{\prime}} \\
& =\frac{\partial C_{m i}^{\prime} \cdot C_{m k}^{\prime}}{\partial C_{m n}^{\prime}}=\left\{\begin{array}{rr}
0 & i \neq n \& k \neq n \\
C_{m i}^{\prime}, & i \neq n \& k=n \\
C_{m k}^{\prime}, & i=n \& k \neq n \\
2 C_{m i}^{\prime}, & i=n \& k=n
\end{array}\right. \tag{58}
\end{align*}
$$

Furthermore, using Eq. (58) we have

$$
\begin{align*}
\mathcal{V}\left[\boldsymbol{A}^{\prime}\right]_{i k l j}= & \sum_{m, p=1}^{m} \sum_{n \in\{i, k\}} \sum_{q \in\{l, j\}}\left(\frac{\partial \boldsymbol{A}^{\prime}}{\partial \boldsymbol{C}^{\prime}}\right)_{i k m n}\left(\frac{\partial \boldsymbol{A}^{\prime}}{\partial \boldsymbol{C}^{\prime}}\right)_{l j p q} \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{m n p q}  \tag{59}\\
= & \sum_{m, p=1}^{m}\left\{C_{m k}^{\prime}\left(C_{p j}^{\prime} \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{m i p l}+C_{p l}^{\prime} \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{m i p j}\right)\right. \\
& \left.+C_{m i}^{\prime}\left(C_{p j}^{\prime} \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{m k p l}+C_{p l}^{\prime} \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{m k p j}\right)\right\} . \tag{60}
\end{align*}
$$

In an analog calculation, given matrix $\boldsymbol{C}^{\prime}$ and matrix $\boldsymbol{A}^{\prime}=\boldsymbol{C}^{\prime} \cdot \boldsymbol{C}^{\boldsymbol{T}}$, we get

$$
\begin{align*}
\left(\frac{\partial \boldsymbol{A}^{\prime}}{\partial \boldsymbol{C}^{\prime}}\right)_{i k m n} & =\frac{\partial A_{i k}^{\prime}}{\partial C_{m n}^{\prime}}=\frac{\partial \sum_{j} C_{i j}^{\prime} \cdot C_{k j}^{\prime}}{\partial C_{m n}^{\prime}} \\
& =\frac{\partial C_{i n}^{\prime} \cdot C_{k n}^{\prime}}{\partial C_{m n}^{\prime}}=\left\{\begin{array}{rr}
0, & i \neq m \& k \neq m \\
C_{i n}^{\prime}, & i \neq m \& k=m \\
C_{k n}^{\prime}, & i=m \& k \neq m \\
2 C_{i n}^{\prime}, & i=m \& k=m
\end{array}\right. \tag{61}
\end{align*}
$$

Furthermore, using Eq. (61) we have

$$
\begin{align*}
\mathcal{V}\left[\boldsymbol{A}^{\prime}\right]_{i k l j}= & \sum_{m \in\{i, k\}} \sum_{p \in\{l, j\}} \sum_{n, q=1}^{n}\left(\frac{\partial \boldsymbol{A}^{\prime}}{\partial \boldsymbol{C}^{\prime}}\right)_{i k m n}\left(\frac{\partial \boldsymbol{A}^{\prime}}{\partial \boldsymbol{C}^{\prime}}\right)_{l j p q} \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{m n p q}  \tag{62}\\
= & \sum_{n, q=1}^{n}\left\{C_{k n}^{\prime}\left(C_{j q}^{\prime} \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{i n l q}+C_{l q}^{\prime} \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{i n j q}\right)\right. \\
& \left.+C_{i n}^{\prime}\left(C_{j q}^{\prime} \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{k n l q}+C_{l q}^{\prime} \mathcal{V}\left[\boldsymbol{C}^{\prime}\right]_{k n j q}\right)\right\} . \tag{63}
\end{align*}
$$

Therefore, we are able to state
Theorem 4 Let $\boldsymbol{C}^{\prime}$ be a perturbed mn-matrix of rank $r=\min \{m, n\}-1$ and let $\mathcal{V}\left[\boldsymbol{C}^{\prime}\right]$ be its covariance tensor $\mathcal{V}\left[\boldsymbol{C}^{\prime}\right]$. Then the vector $\boldsymbol{u}^{\prime}$ of the nullspace of $C^{\prime}$ is found to be the eigenvector $\boldsymbol{u}_{n}^{\prime}$ corresponding to the smallest eigenvalue $\lambda_{n}^{\prime}=0$ of matrix $\boldsymbol{A}^{\prime}=\boldsymbol{C}^{\prime T} \boldsymbol{C}^{\prime}$. Further, Eqs. (55), (56), and (60) describe, how $\boldsymbol{V}\left[\boldsymbol{u}^{\prime}\right]$ is calculated from $\boldsymbol{C}^{\prime}, \mathcal{V}\left[\boldsymbol{C}^{\prime}\right], \boldsymbol{u}_{n}$, and $\boldsymbol{A}$. If $\boldsymbol{A}^{\prime}=\boldsymbol{C}^{\prime} \boldsymbol{C}^{\prime T}$, then Eqs. (55), (56), and (63) are used for calculation. Since we do not know the true value of $\boldsymbol{u}_{n}$ and $\boldsymbol{A}$, we use $\boldsymbol{u}_{n}^{\prime}$ and $\boldsymbol{A}^{\prime}$, respectively, in the implementation.

### 10.2 Covariance Tensor Calculus

Given matrices $\boldsymbol{A}_{\mathbf{1}}, \boldsymbol{A}_{\boldsymbol{2}}, \ldots, \boldsymbol{A}_{\boldsymbol{n}}$, and matrix $\boldsymbol{B}$ as a function of matrices $\boldsymbol{A}_{\mathbf{1}}, \ldots, \boldsymbol{A}_{\boldsymbol{n}}$. Assume that also the covariance tensors $\mathcal{V}\left[\boldsymbol{A}_{i}\right], i=1, \ldots, n$ are given. The covariance tensor $\mathcal{V}[\boldsymbol{B}]$ of $\boldsymbol{B}$ is then approximated as

$$
\begin{equation*}
\mathcal{V}[\boldsymbol{B}]=\sum_{i, j=1}^{n} \frac{\partial \boldsymbol{B}}{\partial \boldsymbol{A}_{i}} \mathcal{V}\left[\boldsymbol{A}_{i}, \boldsymbol{A}_{j}\right] \frac{\partial \boldsymbol{B}^{T}}{\partial \boldsymbol{A}_{\boldsymbol{j}}} \tag{64}
\end{equation*}
$$

For tensors $\mathcal{A}=\left(A_{i j k l}\right)$ and $\mathcal{B}=B_{i j k l}$ the product $\mathcal{A B} \mathcal{A}^{T}$ is a tensor whose ( $i j k l$ ) element is $\sum_{m, n, p, q} A_{i j m n} A_{k l p q} B_{m n p q}$. The product $\mathcal{B \mathcal { A } ^ { T }}$ is a tensor whose ( $m n k l$ ) element is $\sum_{p, q} A_{k l p q} B_{m n p q}$.

If $\boldsymbol{B}=\mathfrak{G}(\boldsymbol{A})$ depends via function $\mathfrak{G}$ on $\boldsymbol{A}$ and $\mathcal{V}[\boldsymbol{A}, \boldsymbol{B}]$ needs to be calculated, we use the Taylor expansion $\mathfrak{G}(\boldsymbol{A})=\mathfrak{G}(\boldsymbol{E}[\boldsymbol{A}])+\frac{\partial_{\mathfrak{G}}}{\partial \boldsymbol{A}}(\boldsymbol{E}[\boldsymbol{A}])(\boldsymbol{A}-$ $\boldsymbol{E}[\boldsymbol{A}]$ ) and get

$$
\begin{align*}
\mathcal{V}[\boldsymbol{A}, \boldsymbol{B}] & =\mathcal{E}[(\boldsymbol{A}-\boldsymbol{E}[\boldsymbol{A}]) \otimes(\mathfrak{G}(\boldsymbol{A})-\boldsymbol{E}[\mathfrak{G}(\boldsymbol{A})])]  \tag{65}\\
& =\mathcal{E}\left[(\boldsymbol{A}-\boldsymbol{E}[\boldsymbol{A}]) \otimes\left\{\frac{\partial \mathfrak{G}}{\partial \boldsymbol{A}}(\boldsymbol{E}[\boldsymbol{A}]) \cdot(\boldsymbol{A}-\boldsymbol{E}[\boldsymbol{A}])\right\}\right]  \tag{66}\\
& =\mathcal{E}\left[(\boldsymbol{A}-\boldsymbol{E}[\boldsymbol{A}]) \otimes(\boldsymbol{A}-\boldsymbol{E}[\boldsymbol{A}]) \cdot{\frac{\partial \mathfrak{G}^{T}}{\partial \boldsymbol{A}}}^{T}(\boldsymbol{E}[\boldsymbol{A}])\right]  \tag{67}\\
& =\mathcal{E}[(\boldsymbol{A}-\boldsymbol{E}[\boldsymbol{A}]) \otimes(\boldsymbol{A}-\boldsymbol{E}[\boldsymbol{A}])] \cdot \frac{\partial \mathfrak{G}^{T}}{\partial \boldsymbol{A}}(\boldsymbol{E}[\boldsymbol{A}])  \tag{68}\\
& =\mathcal{V}[\boldsymbol{A}] \cdot{\frac{\partial \mathfrak{G}}{}{ }^{T}}^{T}(\boldsymbol{E}[\boldsymbol{A}]) . \tag{69}
\end{align*}
$$

Analog to that, the following can be proven:

$$
\begin{equation*}
\mathcal{V}[\boldsymbol{B}, \boldsymbol{A}]=\frac{\partial \mathfrak{G}}{\partial \boldsymbol{A}}(\boldsymbol{E}[\boldsymbol{A}]) \cdot \mathcal{V}[\boldsymbol{A}] . \tag{70}
\end{equation*}
$$

For matrices $\boldsymbol{A}=\left(A_{i j}\right)$ and $\boldsymbol{B}=\left(B_{i j}\right)$, the tensor product $\boldsymbol{A} \otimes \boldsymbol{B}$ is a tensor whose $(i j k l)$ element is $A_{i j} B_{k l}$. For tensor $\boldsymbol{A}=\left(A_{i j k l}\right)$ and matrix $\boldsymbol{B}=\left(B_{i j}\right)$, the product $\mathcal{A} \boldsymbol{B}$ is a matrix whose ( $i j$ ) element is $\sum_{k, l} A_{i j k l} B_{k l}$. In fact, Eq. (64) can be derived using the calculations of Eqs. (65) to (69).

### 10.3 Miscellaneous

- Since equation

$$
\begin{equation*}
\boldsymbol{A}^{\prime}=\sum_{k \neq n} \lambda_{k}^{\prime} \boldsymbol{u}_{k}^{\prime} \cdot \boldsymbol{u}_{k}^{\prime T} \tag{71}
\end{equation*}
$$

holds for matrix $\boldsymbol{A}^{\prime}$ and its eigensystem excluding eigenvector $\boldsymbol{u}_{n}^{\prime}$ for eigenvalue $\lambda_{n}^{\prime}=0$, we can compute the derivative $\frac{\partial \boldsymbol{A}^{\prime}}{\partial u_{n}^{\prime}}$ to be the nulltensor. Thus, $\frac{\partial \boldsymbol{C}^{\prime}}{\partial \boldsymbol{u}_{n}^{\prime}}=\frac{\partial \boldsymbol{C}^{\prime}}{\partial \boldsymbol{A}^{\prime}} \frac{\partial \boldsymbol{A}^{\prime}}{\partial \boldsymbol{u}_{n}^{\prime}}$ also equals the nulltensor.

- Suppose $n$-vector $\boldsymbol{z}=\left(z_{i}\right), z_{n} \neq 0$, and its covariance matrix $\boldsymbol{V}[\boldsymbol{z}]$ are given and $\boldsymbol{z}^{\prime}=1 / z_{n} \cdot \boldsymbol{z}$ as well as $\boldsymbol{V}\left[\boldsymbol{z}^{\prime}\right]$ is needed. Then, according to [Kanatani 96],

$$
\boldsymbol{V}\left[\boldsymbol{z}^{\prime}\right]=\frac{\boldsymbol{Q}_{0} \boldsymbol{V}[\boldsymbol{z}] \boldsymbol{Q}_{0}^{T}}{z_{n}^{2}} \quad \text { with } \quad \boldsymbol{Q}_{0}=\boldsymbol{I}-\boldsymbol{z}^{\prime}\left(\begin{array}{c}
0  \tag{72}\\
\vdots \\
0 \\
1
\end{array}\right)^{T}
$$

can be used to obtain the uncertainty description $\boldsymbol{V}\left[\boldsymbol{z}^{\prime}\right]$ of vector $\boldsymbol{z}^{\prime}$. Note that $\boldsymbol{I}$ is the $n \times n$ identity matrix.
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## estimated 3D point (data set 6)

## true 31 point



Figure 3: Close-up of 16 reconstructed 3D points: The true 3D points, the empirically estimated 3D points including error distribution (light colors) as well as those estimated from data set 6 are shown (dark colors). The true points coincide with the empirical mean.


Figure 4: Is modelling of stochastic dependencies necessary? One can see that all four dark ellipsoids - calculated under the assumption that some stochastic dependencies can be neglected - do not contain the true value, whereas the light ellipsoids - calculated under the assumption that all stochastic dependencies have to be modelled - do.


Figure 5: Error Amplification Region: There is an unwanted error amplification outside of the region that is surrounded by the four reference points of the projective basis (see the four light grey points in the upper left region of the image).


Figure 6: Real Image Data: Three images of a polyhedral structure consisting of three planes, which are orthogonal to each other, are acquired.


Figure 7: Reconstruction of the polyhedral structure from different views. One can see that angular information as well as length ratios are picked up with some error.


Figure 8: Results of single-shot error distribution estimation as presented in this report. For each reconstructed point, its $99 \%$-confidence region is given as light gray rendered ellipsoid.

