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Opening Address for the ATR workshop on 

A Biological Framework for Speech Perception and Production 

RABARA Kohei, Dr. 

Executive Vice President, Research, ATR International 

Board Chairman, Four ATR Consortia (Active R&Ds) 

President, Two ATR Consortia (Research Fruits Managing R&Ds) 

Greeting 

Good morning, ladies and gentlemen. I would like to welcome you all to the second ATR 

workshop on speech perception and production. First, I would like to express our sincere 

appreciation for your participation in our workshop, especially to those of you who have traveled 

a long distance to attend. 

I am sure that your excellent presentations, your active participation in discussions, and your 

exchange of new ideas, not only in the sessions but also during the breaks and at the party, 

will make this workshop a great success. With your help, the direct and indirect results of this 

workshop will serve for scientific advancement on our knowledge about speech communication. 

They will also contribute to improving our quality of life and the security of our world through 

future communications systems. 

Philosophical changes 

At this time, let me briefly talk about my personal opinion regarding the way we should think 

about future research in telecommunications technologies. 

It has often been said that the objective of communication, especially telecommunications, is 

to overcome distance barriers. Telephony surely did this with voice communications for more 

than a century. So, what's next? The telecommunications industry is rapidly evolving from the 

plain old telephone service era of the last 100 years into a sophisticated multimedia era. 

The ultimate form of communication is face-to-face interaction between human beings, uti-

lizing all the five senses as we do in nature. In the actual telecommunications environment, 

however, human beings interface with networks or facilities. And human users have been forced 

to deal with the machine interface to achieve a face-to-face feeling, rather than the other way 

around. This could be likened to "Geocentrism" on the part of the service providers. The 

need to dial telephone numbers, and operate a computer via keyboard and mouse, are typical 

examples of the limitations of today's human-machine interface technology. 

Regarding "Geocentrism," let me describe the contradictory terminologies such as "automatic 

" and "manual." In the early days of manual telephone switchboards, users placed calls by 

simply calling "Mr. A, please," or "the Sobashop at the corner, please." Thus, for these users, 

the telephoning process was automatic. Since the introduction of so-called "automatic switching 

systems," such as "step-by-step systems," users have had to dial the telephone by hand. For 

them, the "automatic" switching system is "manual." 
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"Automatic vending machines" are completely manual as far as users are concerned. The 

user has to find the coin slot, drop the necessary coins in the slot, and bend over before being 

able to pull a Coke and the change out of the machine. "What's automatic about this?" 

Thus in order to produce a really human interface, we must first learn more about human 

functions. This will help us move the "conversion" from "Geocentrisrn" to "Heliocentrism," or 

in other words, from "manual" to "truly automatic" systems. 

And, this is actually my philosophy in managing the research activities at ATR as well. 

ATR's mission 

ATR was established as a central institute of the Kansai Science City 8 and a half years 

ago. ATR's mission is to carry out cutting-edge research in telecommunications fundamen-

tals, through four research and development consortia. Among them, the Human Information 

Processing Research Laboratory is the one studying sophisticated human functions. There are 

many difficult but exciting issues in this magnificent field. A "trans-disciplinary" approach, 

which I have been advocating, is required in addition to an "inter-disciplinary" approach. 

Cultural issues 

Research methodologies are strongly affected by the culture where the institution is located. 

ATR is located in the area of the old capitals of Japan, Nara and Kyoto, which have more 

than a thousand years of history. You can visit old temples, shrines and historical monuments. 

Researchers living in this unique mixture of tradition and innovation have the opportunity to 

think deeply about their role in terms of the whole of human history. In the long run, this will 

characterize our research and enable us to contribute to international societies in a unique way. 

Here let me briefly touch upon Oriental culture. It could be said that Oriental methodology 

puts considerable emphasis on "synthesis" or "integration," as well as "analysis." This philoso-

phy, I believe, will become more and more important when studying such highly sophisti~ated 

creatures as human beings. This implies the importance of the "harmonization" of Western and 

Oriental cultures. 

Surrounding environment 

Next I'd like to point out some coincidences, which are nevertheless symbolic for this workshop 

which is focusing on a "Biological Framework." 

First, field trials of new optical communications systems and applications recently began in 

the houses and laboratories, within a stone's throw from ATR. The trials place emphasis on 

users'experiences with so-called multimedia. A Plenipotentiary Conference of the International 

Telecommunications Union of the United Nations, which will discuss future telecommunications 

frameworks, will also begin in Kyoto from next Monday. I will have the great honor of introduc-

ing one of our research results in the presence of Their Imperial Highnesses, the Crown Prince 

and Princess of Japan, on the opening day. 

Second, Japan opened a new door to the world with Kansai International Airport a couple 

of weeks ago, which will greatly facilitate travel especially to the west and south directions. 

2
 



Third, a series of ceremonies for the inauguration of Kansai Science City will start next Friday 

and last two months. The city is usually called "Kansai Science City." However, the precise 

English equivalent of its name should include the word "culture," which stems from the twelve 

hundred year history of this region. This is again an interesting coincidence for our workshop, 

where biological, in other words, natural, aspects and their relation to higher human functions 

are the main interest. 

West meets east 

The last and the most important point is that it is now time to bring Western and Oriental 

creativity together to solve the many complex and difficult problems which cannot be penetrated 

by a single paradigm. Investigating human speech communications is one such problem. 

I am sure that the heated and lively discussions which are expected to take place in this 

workshop;ヽvillinitiate a number of trans-cultural and trans-disciplinary research collaborations 

to attack these long lasting questions. 

Concluding remark 

Finally, I would like to thank you all once again, in advance, for your active participation in 

our workshop. 

Thank you. 
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Impact of Biological Aspects 

of Speech Perception and Production 

on Future Communication Systems 

Hideki Kawahara 

ATR Human Information Processing Research Labs. 

2-2 Hikaridai, Seika-cho Soraku-gun 

Kyoto 619-02, Japan 
kawahara@hip.atr.co.jp 

INTRODUCTION 

Text is not enough to represent speech. 

Speech is not enough to represent heart. 

from a Chinese sutra of divination lore compiled in B. C. 800 

Rapid growth in information processing power and advances in device technologies will 

give humans a chance to re-integrate various communication channels that were split 

several thousands of years ago, probably due to limitations in the technologies which 

were available in those periods. This re-integration which will take place in the next 

century is not only a retention of the lost coherency, but also a revolution associated with 

enhancement. 

The enhancement has resulted from the positive sides of the separation. The "Text" 

channel gained the power to break barriers of time, distance and distribution through 

Gutenberg's printing system. The "Speech" channel gained the power to break barriers 

of time and distance through Edison's recording system and Bell's telephone system. 

The "Vision" channel also gained similar power through the television system and video 

recorders. Current information technologies not only inherit these advantages, but also 

provide the means to represent all of these information modes in a uniform digital format. 

Uniform digital representation makes it potentially possible to convert from one channel 

to another. The re-integration and conversion of multi-modal information based on digital 

technologies will enable future communications systems to break barriers introduced by 

spatial and temporal separation, language, culture and disability. That will provide the 

ultimate prosthesis for communication di缶cultiesusually caused by aging. 

To make this possibility feasible, however, it is necessary first to break the hardest 

barrier, the representational barrier between humans and machines. Future communi-

cation systems have to implement algorithms to simulate the necessary transformations 

in order to be able to manipulate sensory information in a way that is meaningful to 

humans. Without proper representations, the degradation that is associated with media 

conversion will be perceptible and irritating. For example, current text-to-speech and 

speech-to-text conversion technologies are still far from satisfactory, especially under con-

ditions which are common in everyday life. Of the heart-to-speech and speech-to-heart 

conversion, almost nothing is known. 

Thinking about and investigating an integrated communications channel as a holistic 

entity based on a biological framework may be what is required to break this barrier. 

In the rest of this article, I will try to raise questions about how such advanced systems 
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should behave and how such systems should be designed. I will also provide a rough 

estimate of the computational power necessary to implement those functions. 

BACKGROUND: Auditory Scene Analysis 

"Auditory Scene Analysis" by Albert Bregman is an important step[l]. It proposes an eco-
logical point of view in hearing research as a complement to the traditional psychophysical 

research. In a broader sense, auditory scene analysis (ASA) assumes that the primary 

function of our sensory systems is to extract important environmental information via 

multiple sensory modalities and to re-construct a coherent representation of the outside 

world: That is scene analysis. The representation has to be dynamic, meaning it has to 

represent not only "what is there", but also "what is happening". 

As a part of this integrated multi-modal sensory system, the auditory system tries to 

solve this problem. However, re-constructing a dynamic representation of the outside 

world from one-dimensional (monaural) or two-dimensional (binaural) signals is an ill-

posed problem. In other words, it is impossible to select a unique solution from a set of 

infinite numbers of possible answers, without using additional constraints. In his 1993 

article[2], Bregman summarized some of these constraints into the following four heuristic 

rules. 

1: Unrelated sounds seldom start or stop at exactly the same time. 

2: Gradualness of change 

a) A single sound tends to change its properties smoothly and slowly. 

b) A sequence of sounds from the same source tends to change its properties 

slowly. 

3: When a body vibrates with a repetitive period, its vibrations give rise to an acoustic 

pattern in which the frequency components are multiples of a common fundamental. 

4: Many changes that take place in an acoustic event will affect all the components of 

the resulting sound in the same way and at the same time. 

These rules are still not complete and not always true. In other words, they are probably 

approximately correct (PAC) rules. These rules, however, are crucially important for 

disambiguating ill-posed problems within a limited amount of time. Application of these 

rules can be seen as a dynamic process to make hypotheses and to test them based on 

available evidence. This hypothesis-and-test framework is formulated mathematically 

in vision research on 3D shape reconstruction from monocular 2D pictures[3]. There are 

many other computationaly equivalent formulations. Kawato's formulation is preferred as 

an algorithm level model in Marr's[4] terminology, because it can explain processing times 

found in psychological experiments and provides a relationship between neural structures 

and functions. In principle, a similar approach may be possible in auditory scene analysis. 

The major obstacle which hinders this approach is that it is not clear what has to be re-

constructed for the auditory scene. 

These active processes are found at every level in the auditory system, from otoacoustic 

emissions[5] to phonemic restoration. In the intermediate levels, we can find many audi-

tory illusions[6] including auditory induction, the continuity illusion, the octave illusion 
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and so on. These may be implemented by bidirectional connections found in auditory 

pathways[7]. 
One important point to note here is that the key words in the rules, "same", "smooth", 

"slowly" and "same way", have to be fuzzy in advance. They have to be set based on the 

experience of exposure to some specific sound environment. These requirements coincide 
well with the fact that our auditory cortex is still plastic even in adults[S]. 

Another interesting fact about this list is that these rules sometimes conflict with speech 

properties. The speech signal consists of various types of discontinuities. Stop conso-

nants and voiced to unvoiced transitions are good examples. Even within voiced sounds, 

dipthong, nasal to vowel and consonant to vowel transitions violate rule 4. At this point, a 

biological framework of speech perception and production provides additional constraints 

for segregating a speech signal as a single entity. 

Auditory visual 1nteract1on 1n speech perception 

The McGurk effect provides an interesting demonstration of auditory visual interactions 

in speech perception[9, 10]. It is striking to observe how easily visual signal can alter 
speech perception. However the McGurk effect itself is a kind of artifact. Auditory and 

visual interaction plays an important role in integrating cues to improve intell_igibili ty 

under adverse conditions. It is important to note that the equivalent signal to norse ratio 
sometimes shows a 16dB improvement by introducing visual information. This is com-

parable to the maximum binaural masking level difference (BMLD) [11]. It is suggested 
that this integration of auditory and visual information takes place before categorical 

perception occurs[l2]. 
This early integration may suggest that the internal representation of the outside world 

is inevitably multi-modal. A strong positive correlation (=0. 91) between the visual and 

auditory acuity of various mammals also may support this hypothesis[l3]. The fact that 

the correlation between auditory acuity and distance between both ears is weak (=0.57) 

for a set of similar mammals suggests that the reason for this coincidence between visual 

and auditory acuity may well be explained by ecological requirements and cannot be 

inferred from individual neurological or physiological data. This may be an example of 

when the use of a holistic point of view is important. 

Knowledge about the developmental process may provide another example. Consider 

the interaction between a mother and her baby. They are using all available information 

channels to communicate. It is reported that auditory visual integration can be found 
even in very young babies[l4]. This may indicate that multi-modal communication is the 

primary form of our communication. 

Spoken language 

Speech recognition is traditionally treated as the transformation of input sound space into 

discrete linguistic symbols. In the case of speech understanding systems, even though they 
have wider scope, they still deal with information which can be transcribed into text. It 
has to be pointed out again that this transcription into text is the splitting of an integrated 

entity into pieces based on a scheme introduced several thousand years ago. This may be 

a good time to think about portions which are removed in standard speech recognition 

systems. 
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Development 

The vocal communication between a mother and her baby starts with motherese, charac-

terized exaggerated prosodic patterns[15]. The special patterns in fundamental frequency 

have special effects on the baby's response. It should be noted that even a very young 

baby is able to mimic the essential characteristics of motherese. 

Through these communications and exposure to a specific language environment, it is 

reported that infants develop their vowel system as perceptual magnets by 6 months of 

age[16]. Up to this moment, infants show a universal ability to discriminate phonological 

contrasts which will never appear in their mother tongue. This ability diminishes with 

time and almost vanishes by the age of 12 months[l 7]. 

For this kind of learning to be possible babies must have mechanisms to measure dif-

ferences between their mother's voice and their own voice. This is not a straight-forward 

task, as differences in fundamental frequency and in vocal tract shape and size make it 

meaningless to directly compare physical parameters of speech sounds. Speech sounds 

have to be normalized in some fashion possibly through reference to the fundamental 

frequency. What kind of representation can have such property? 

This developmental process seems to imply that our speech communication consists of a 

hierarchical structure constructed on a primary multi-modal representation subsumed by 

upper structures such as, vowel and consonant classifications, and prosodic information. 

... 
Second language acqursrtron 

A cross-sectional study of 150 Japanese subjects who lived in America revealed that /r-1/ 

identification patterns are correlated with the initial ages when they started their stay in 

America. 90% of the subjects who started living in America before the age of 10 showed 

native-like dissemination, however, less than 10% of the subjects who started living in 

America after the age of 10 showed comparable perforrriance[18, 19]. 

At first glance, this seems to suggest thet there is a critical period for second language 

acquisition. But that is not the case. With the combination of multiple talker and 

identification training with minimal word pairs, Japanese adults showed more than a 

20% increase in correct response rate after a total of 20 hours training. This ability 

was generalized both to new talkers and new words, and retained for 6 months after 

training[20]. This provides evidence that the au出torysystem is plastic even in adults. 

This is a good news for second language learners, but of what use is it for the others? If 
the hierarchial structure suggested in the previous paragraph is valid, is a later structure 

more plastic? 

Interactrons between speech perception and production 

It is believed that interactions exist between speech perception and production. There are 

several sources of evidence for this: Effects under delayed auditory feedback (DAF) [21] and 

the Lombard effect[22] are good examples. But the destructive effects of these conditions 

make it difficult to apply them to the investigation of these interactions under natural 

cond山ons.

A new measuring technique called TAF (transformed auditory feedback) has been de-

veloped to investigate the interaction between speech perception and production without 

disturbing natural speech production. TAF enables a quantitative analysis of interactions 

mediated by various parametric representations of speech. The first series of experiments 
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Figure 1: A schematic diagram of integrated multi modal communications and related 

research topics. 

revealed that there are compensatory responses to fundamental frequency perturbations 

with about 150ms of latency. It was also confirmed that responses similar to those found 

under TAF conditions also exist under natural conditions[23]. Preliminary tests indicate 

that the compensatory response can be observed during intentional vibrato and also for 

whistling. 

This suggests that the response found by TAF is an automatic response but also a 

postnatal function. It is possible to speculate the implication that pitch perception plays a 

key function in human speech communication, especially for information about emotional 

states and the transition of roles. 

Communication system to mediate whole aspects 

Figure 1 shows a schematic representation of re-integrated speech communication and 

necessary research topics for such communication to be mediated by future communica-

tions systems. 

Computational power to simulate the auditory system 

The recent rapid growth of computational power is driven by improvements in integrated 

circuit technology. Trends in microprocessor and mainframe CPU performance growth 

clearly indicate this [24]. The performance of microprocessor-based machines has increased 

at a rate of 100 times per decade. If we extrapolate this trend, GFLOPS machines will 
be at hand in the beginning of the 21st century. 

Hans Moravec estimated the computational power to simulate the whole human brain 

function based on the temporal and spatial resolution of a retina[25]. He suggested the 

computational power of the whole brain to be 1013 operations per second. By extrap-

olating the trend of growth in computational power, it is expected that cutting edge 
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computers will have equivalent computational power around the year 2005, and personal 

computers will have the same power around the year 2030. This is the upper bound. 

Even if we made an underestimation by a factor of 100, these dates would advance only 

10 years toward the future. Since the auditory system is a subsystem of the whole, real 

time simulation of a full-scale model will become possible well before these dates. Finer 

simulation of each cell level may need to increase the number of operations 104 to 105 

times [26]. This will add another 20 years to the estimate. 

On the other hand, if we can model at a functional level, a reduction in computation 

on the order of 100 will be possible. This means that if we can find a proper functional 

model of the whole auditory system, we will be able to simulate it in real time by the 

beginning of the next century. 

Conclusion 

I have suggested that future telecommunications systems have to implement information 

representations which are compatible with humans. I also emphasized that a holistic point 

of view is necessary to understand human functions. Such a view will provide the means 

to mediate, equalize and enhance human communications. 
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Learning to recognise speech 

in noisy environments 

Martin Cooke, Malcolm Crawford and Phil Green 

Speech & Hearing Research 
Department of Computer Science, University of Sheffield, UK  

1 Speech perception and auditory scene analysis 

In many accounts of speech perception, there is an assumption―usually implicit —that the "speech 
material" reaches the「elevantprocessing centres of the bra in virtually unscathed. Understandably, th is 
presumption afflicts most engineering approaches to automatic speech recognition, where the input is 
assumed to consist of reasonable quality speech from a single speaker, unadulterated by other acoustic 
sources. Typical acoustic environments are decid~ 叫yless accommodating, yet listeners are able to 
communicate in all but the most adverse of cond1t1ons. Thus, in the everyday perception of speech, the 
auditory system must first solve the problem of so「tingout an arbitrarily-clutte「edacoustic environment. 
Bregman's Auditory Scene Analysis (1990)「epresentsa comprehensive experimental/theoretical account 
of this remarkable aspect of auditory function. Bregman's claim is that auditory primitives - low-level 
representations of acoustic components —are grouped into perceptual representations which he calls 
auditory streams, each of which represents a coherent centre of description for an acoustic source. 
Components are assigned to a stream only if they obey some rule of auditory organisation to ensure their 
compatibility with other parts of the stream. Groupin& rules investigated to date include onset/offset 
synchrony, common amplitude or frequency modulation, harmonicity, in addition to sequential laws 
such as continuity of timbre or spatial location. 

What are the implications of this view? To answer this question requires an account of typical auditory 
stream composition. However, much of the experimental (and, of late, computational) effort has focused 

on understanding the conditions under which the laws of organisation act (e.g. the degree of onset 
asynchrony required for a component to be perceptually segregated). Less attention has been devoted to 
the putative characteristics and processing of auditory streams themselves. Computational modelling 

appears to offer more fertile ground for investigating this area. By implementing algorithms based on 
experimental accounts of grouping by harmonicity, common AM, onset/offset synchrony, timbre and the 
like, it is possible to study modelled auditory streams. A ty~ical stream resulting from our own models 
(Cooke, 1993; Cooke & Brown, in press; Brown & Cooke, in press) is depicted in figure 1. What is 
immediately clear from this figure is the incomplete nature of the recovered speech stream 1. 

4
1
 

d
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FIGURE 1. LeたAuditorytime-frequency representation of an utterance mixed with a siren. 
Right speech'stream'produced by a model of ASA using the principle of grouping by pitch 
contour similarity. 

If we accept the idea that all incoming signals are subject to an unconditional stage of auditory scene 

analysis, then we must entertain the hypothesis that the representations employed in the normal 
P「ocessesof speech perception are condi(ioned on this potentially incomplete perceptual organisation. In 

1. Our model recovered about 40% of the energy associated with the speech source in this mixture. This is due in 
part to the paucity of grouping p「inciplesin the model. However, we hypothesise that there is an upper limit on the 
proportion of a single acoustic source that can be grouped purely by primitive processes. This limit will vary 
dependent upon the degree of acoustic clutter in the listen.er's environment. This is not a failure of mammalian 
auditory development. In other sensory domains, such as vision, the issue is clear cut: when an object is partially 
occluded by an opaque object, no data-driven process can guarantee successful completion of the pattern. Whilst 
acoustic sources are additive (transparent rather than opaque), there is both physiological (e.g. Sinex & Geisler, 1983) 
and psychoacoustic (e.g. Carlyon, this meeting) evidence that individual channels are dominated by components 
from single sources, 「enderingthe analogy with visual occlusion more apt. 
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other words, speech perception is secondary to, and constrained by, a primary process which pa「titions
the evidence into coherent but possibly fragmentary descriptions of acoustic sources. 

This paper gives a brief overview of recent and ongoing work on computational studies which 

demonstrate the possibility of handling such fragrnenta「ydescriptions. Section 2 addresses the question of 
learning auditory-phonetic mappings in the presence of occluding'noise'. Recognition of incornpl~te 
patterns using such maps is described in sectionふwhichalso summarises results using a modification of 
the powerful hidden Markov model app「oachto automatic speech recognition. Section 4 extends the 
realism of these investigations through the use of incomplete patterns in which only spectral peaks 
remain, and section 5 shows how higher-level constraints from perceived auditory continuity can be 

incorpo「atedinto the processing framework. 

Learning from incomplete auditory patterns 

Auditory development p「oceedsin arbitrary acoustic environments - infants'post-natal acoustic 
experience is not confined to the anechoic chamber! It is of great interest to discover whether the 

possibility of incomplete source descriptions is an impediment to the learning process. 

A simple simulation of the development of an auditory-phonetic mapping can be obtained via self-
organising neural networks (Kohonen, 1984), in which input space similarities are mapped into 

topological similarity in a neural output grid. Such networks are trained in an unsupervised manner, and 
the categories thus obtained are classified post hoc using labelled speech material. Samad & Harp (1992) 
recently demonstrated a technique for adapting such networks to handle incomplete pattern vectors, and 
we have applied their method to the speech domain. In a series of experiments (Cooke, Green & 
Crawford, 1994), a self-organising network was trained using a 64 component auditory firing-rate 

representation. Data was derived from a portion of the TIMIT acoustic-phonetic database (Garofolo & 
2 Pallett, 1989). To simulate auditory scene analysis, portions of the data vector were deleted at random 1 

with a probability which varied in 10 different conditions from 0.0 (no deletion) to 0.9 (90% deletion). 
The trained nets were then calibrated (i.e. one of 39 phone labels was attached to each output node) 
using the training seしandperformance measu「edusing a different set of labelled vectors. Figure 2 (left 
panel) shows label identification accuracy as a function of data deletion. The striking aspect of this graph 
is its flatness. The network t「ainedon data with 90°/,。ofits components「emovedperforms little worse 
than the network with all components present. This suggests that incomplete descriptions do not present 

serious d ifficu I ties to the learning process. 
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FIGURE 2. Leたrecognitionperformance of Kohonen nets trained on vectors with various 
amounts of component deletion. Right recognition performance for some of these nets using 
incomplete patterns during recognition. 

Recognising incomplete patterns 

Using Kohonen nets t「ainedwithpartial data, we conducted a second series of experiments to determine 
the effect of missing data during recognition. Some of these results are presented in the right panel of 

figure 2. Encouragingly, recognition performance falls off gently with increasing component deletion, 

even for networks which have themselves been trained on partial data. 
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2. Of course, patterns which survive auditory scene analysis are likely to be anything but random, containing 
sequentially-correlated information (correlated deletions where the signal was dominated by a correlated masking 
source, and correlated data where the signal dominated its background). The use of non-random deletions is reported 
in section 4. 

Learning to recognise speech in noisy environments 2
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In a separate set of studies (Cooke, Green, Anderson & Abberley, 1994) we adapted continuous 
density hidden Markov models to handle incomplete observation vectors, and achieved a similar pattern 
of results. The left panel of figure 3 displays correctness ('hit rate') and accuracy ('hit rate'minus 
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FIGURE 3. Recognition studies using HMMs. Left Performance as a function of component 
deletion on a phone recognition task, using a auditory filterbank input representation. Right 
Performance on a digit recognition task, comparing random component deletions (solid lines) 
and selective deletion, prese「vingpeaks or valleys. 

゜

insertions and deletions) on a phone recognition task using the TIMIT database. The baseline level of 

performance is much higher, and could be further improved by more sophisticated models; however, it is 
not the level of performance which is of interest here, but the manner in which performance changes with 

increasingly incomplete input patterns. 
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Correlated deletions 

As noted earlier, random component deletion is an inappropriate simulation of auditory scene analysis. In 
a more realistic approach, we compared the effect of random deletion with that of selective retention of 
all peaks or all valleys in the rate spectrum. The results, shown in the right panel of figure 3, favoured 
peaks over valleys, and, more interestingly, demonstrated better perfo「mancefor the peak pattern than for 

the pattern with no deletions. Channels with peaks accounted for around 10-15% of the available data, 
yet better performance was obtained than when 100% of the data was presented. This result is explicable 
on the basis that any recognition approach which relies on the fine detail of the spectrum will be at the 
mercy of noise, particularly in the valleys. However, the result is principally of interest for another reason: 
a peak-based pattern would be automatically derived by auditory scene analysis (at least for peaks 
corresponding to resolved harmonics in the lower frequencies), and does not require the existence of an 
explicit peak picker. 

These studies suggest a way out of a difficulty identified by many researchers who have attempted to 
use an auditory front-end to an automatic speech recogniser, viz: sensitivity to FO (e.g. Beet, 1990).The 
problem is this: resolution of harmonics in the F1 (and often F2) region, apparent in most auditory 

representations, leads to an excitation pattern which is highly variable ac「osstokens of the same voiced 
sounds, due to FO differences across the tokens. A recognition technique such as that proposed here 
solves the p「oblemsince the harmonic pattern obtained by auditory scene analysis determines those 

frequencies at which the spectrum should be sampled, 「atherthan defining a pattern to be matched per 
se. This is not a novel idea: Assman & Summerfield (1989) used a simila「techniqueto identify formant 

frequencies in excitation patterns which contained resolved harmonics. However, their'peak'metric 

required explicit identification of each formant, whilst the partial matching approach outlined here 

operates without such a requirement. 

5
 
Higher-level constraints 

Whilst grouped material might form a primary'key'into speech schemas, there is reason to assume that 

the recognition process itself has access to something more like a complete auditory scene. Studies of 
perceived auditory continuity (Warren, 1970, Bashford & Warren, 1987, Warren et al., 1994) suggest that 
the f u 11 spectral profile pl aces constraints on valid schema-matches. Specifically,'auditory induction' 

operates only if sufficient energy exists in the occluded regions to account for the induced pattern. 

This property can be used to refine the process of partial matching through a modification to the 

Kohonen net recognition algorithm in which a penalty is applied for any missing components whose 
maximum value (provided by the level in the mixture) falls below that expected on the basis of the 

components which are present. In othe「WO「ds,the incomplete vector defines a possible matching 
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pattern, whose values (weights in the Kohonen net) represent a prediction of the expected energy at that 
; pectral place. If t_here is insufficient energy in the mixture at that place, then there is certainly insufficient 
in any source which makes up the mixture. Figure 4 presents the results of adding this constraint to the 
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FIGURE 4. Recognition accuracy vs. probability of deletion for 2 recognition algorithms. The 
"without continuity function" curve employs the standard distance measure whilst "with continuity 
function" includes modifications suggested by the continuity effect as described in the text. 

recognition algorithm, and clearly shows a further flattening of the recognition curve as the probability of 
deletion increases. More sophisticated exploitation of illusory continuity is possible too: for instance, in 
Cooke & Brown (1993), the value of missing harmonic components was predicted in a purely bottom-up 
fashion. Likewise, syllabic, lexical and even phrasal knowledge could be utilised to better estimate the 
level of missing components prior to comparison with the overall level of the mixture. 
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Discussion 

This paper reports on computational studies which demonstrate that recognition performance of self-
organising neural networks and hidden Markov models is barely affected by random speech component 
deletion, and can be enhanced_ by selective deletion which「etainsspectral peaks. Furthermore, 
development of the representational substrate for recognition can still proceed within this regime. We are 
currently completing the processing pathway by using an auditory scene analysis front-end rather than 
simulated deletions. We intend to develop further the sophisticated hidden Markov model approach to 
learn from incomplete data. 

The potential of these investigations for speech technology in adverse conditions is clear; what is more 
speculative is their message for speech perception. At the very least, they provide a constructive 
demonstration that less-than-perfect acoustic source characterisation is no real impediment to learning 
and recognition. This goes some way to providing a coherent framework for a variety of experimental 
studies which have provided evidence for what could be called the'minimalist'school of speech 
perception e.g. the relative importance of formant frequencies in vowel perception (Carlson, Granstrom & 
Klatt, 1979); the least spectral contrast required to detect formants (Lea, 1992); vowel identification from 
single formants (Sawusch, 1991). Additionally, the current studies explain how the relevant vowel 
schema themselves might be learnt, an aspect which was not addressed in the investigations reported 
above. 

A bolder speculation is that the patterning of sounds is conditional upon prior scene analysis (e.g. use 
of VOT differences in stop consonant identification might have a basis in grouping by onset synchrony). 
We have already mentioned the distinction between data-driven primitive grouping and schema-based 
processing, and suggested that the principle of perceived auditory continuity can be exploited to allow 
these two processes to interact. One model which extends this view is the notion that unconditional 
primitive grouping p「ovidesa primary route into schema memorYt and the most active schemas thus 
invoked verify themselves against the audito「yscene as a whole (using mechanisms such as that 
described in section 5). Speech pe「ceptionin relatively quiet environments would be dominated by 
accurate schema-invocation from primitive grouping. In adverse conditions, a larger number of schemas 
would compete to explain the evidence, necessitating more processing. An extreme example of this is the 
sine-wave speech stimuli employed by Remez et al. (1981) in which all cues for primitive grouping are 
systematically eliminated. In the model proposed here, each separate formant would form a primary key 
into speech (and nonspeech) schemas, and, although each formant t「ackwould not usually uniquely 
identify a syllable sequence, it would invoke certain schemas more than others. Top-down processing of 
these schemas would lead to a reasonable chance of making sense of such stimuli. Of course, an 
additional cue for grouping, such as comodulation of the formants, would drastically limit the search, and 
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this is one interpretation of the dramatic improvement in listeners'ability to recognise such sentences 
found by Ca「rel!& Opie (1992). 

In conclusion, these investigations suggest that the treatment of speech perception as a secondary 
pattern「ecognitionprocess occur「ingsubsequent to an initial organisation of sound components is not 
only feasible, but may lead to representations for both learning and recognition which are different from 
those traditionally considered important in the field of speech perception. 
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A Neurobiological Perspective on Speech Production 
Vincent L. Gracco 
Haskins Laboratories 

Introduction 

Speech is one of man's most distinguishing traits. At the core of this evolutionary advance 
is the human nervous system represented as an processing machine constantly receiving, 
integrating, and exchanging information through a variety of sensorimotor channels. A 
premise of this short report is that in order to understand speech communication it is 
essential to understand the basic neural components and the sensorimotor processes 
operating on them. The focus, then, is to outline a conceptual framework for speech 
production that is rooted in neurobiology. An assumption of this approach is that speech 
should not be considered an isolated property of the nervous system but an integrative and 
interactive process that uses all aspects of neural functioning to accomplish information 
exchange. Moreover, speaking as a motor act, should not be viewed as a separate "low 
level" behavior isolated from "high level" cognitive functioning. Rather, speech production 
can be viewed as a model of nervous system functioning and principles associated with 
speech should be reflective of and ultimately reduce to general nervous system functions 
for most kinds of human behavior. 

Neural Substrate and Some Functional Considerations 

The neural mechanisms for speech can be viewed from two perspectives; the 
neuroanatomical substrate and the nature of the control mechanisms. The neural substrate 
for speech has been identified from a variety of sources including human mapping studies 
using electrical stimulation (Penfield & Roberts, 1959; Ojemann, 1983; Mateer, 1983) and 
neuroanatomical studies of nonhuman primates (Muakassa & Strick, 1979; Woolsey, 
Settlage, Meyer, Sencer, Pinto Hamuy, & Travis, 1952). A number of cortical and 
subcortical regions have been identified in which a representations of the vocal tract are 
found (see Gracco & Abbs, 1987; Barlow & Farley, 1989 for reviews). Cortical regions 
with vocal tract representations include the primai-y motor and sensory areas (MI and SI, 
respectively), the so-called nonprimary motor areas including supplementary motor area 
(SMA) and premotor area (PM; lateral precentral cortex), and a posterior parietal region. 
The general PM area and posterior parietal regions (including portions of the temporal 
region in man) comprise the areas associated with Broca's and Wernicke's areas 
respectively (Penfield & Roberts, 1959). Extensive subcortical representations can also be 
found in the cerebellar cortex, deep cerebellar nuclei and regions of the basal ganglia. An 
interesting aspect of these representations is their overall connectivity. For example, 
different cortical areas are connected to different subcortical structures and contain 
projections from or to distinct and (relatively) non-overlapping regions of the thalamus as 
well as subcortical structures (basal ganglia and cerebellum). The PM area receives input 
from the deep cerebellar nuclei via the thalamus and projects to the primary motor area (MI) 
as well as contributing direct descending projections to brain stem nuclei. Similar 
segregated extrinsic connections are found for regions of the basal ganglia and SMA. In 
addition, there are rather dense projections from parietal areas to the motor and premotor 
cortical areas as well as temporal regions and descending projections to brain stem nuclei 
(Gracco & Abbs, 1987). A summary of neuroanatomical data reported by Schell and Strick 
(1984) suggests that large regions of the c01iex and subc01iex are interconnected and 
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maintain relatively segregated networks that ultimately converge at the output. These 
diverse neural areas, which represent large regions of the nervous system, display an 
extrinsic organization consistent with the concept of neural modules hypothesized by 
Mouncastle suggesting distributed processing functions (Mountcastle, 1978). It should be 
noted that these large scale networks all have access to peripheral sensory information from 
somatic receptors as well as the visual and auditory receptors and therefore display 
"reentrant" characteristics such that changes in one system allows changes or readjustment 
in all convergent systems (Edelman, 1987). Generally speaking the neuroanatomy 
underlying speech and language is quite complex and highly specialized to receive, 
integrate and act on the external and internal environment of the organism. 

A primary source of insight on the nervous system organization for speech and language 
comes from neurological disorders. From a synthesis of various observations some general 
conclusions can be drawn. A surprising characteristic of almost all lesions involving the 
central nervous system is the associated motor impairments accompanying cognitive or 
linguistic impairments. It appears as suggested by Jackson (1875) that the so called higher 
centers of the nervous system may be extensions of the lower nervous centers which 
represent impressions and movements. Consistent with the neuroanatomical substrate 
outlined above damage to the cerebellum and/or PM area often result in sensorimotor 
impairments of some similarity at least to acoustic and perceptual examination (Ken~& 
Rosenbeck, 1982). Damage to either of these regions often produces a breakdown m 
speech that can be characterized by a disruption of the smooth timing of sequential speech 
movements. Cerebellar patients often show a decomposition of movement as tho1;1g~the 
various parts of a complex movement had to be thought out one by one. Dysmetna 1s also a 
characteristic of cerebellar damage suggesting that the ability to integrate somatic and visual 
information to produce appropriately calibrated actions has been affected. These symptoms 
are generally consistent with those associated with Broca's aphasia (due to anterior 
premotor lesions). For example, electrical stimulation of the PM area, which receives 
output from the deep cerebellar nuclei via the thalamus causes speech arrest (Penfield & 
Roberts, 1959) and an inability to sequence multiple speech movements (Mateer, 1983). 
Because of the limited data available it is not clear just how similar damage to these regions 
is but it can be suggested that there may be considerable overlap. A similar suggestion can 
be made regarding the impairments associated with basal ganglia and SMA damage. Basal 
ganglia damage, characterized by Parkinson's disease, often results in speech characterized 
by imprecise consonant production, mono-pitch and loudness, and articulator movements 
that are reduced in amplitude and slow. SMA damage results in speech impairments 
ranging from one extreme, total speech arrest, to imprecise articulation. Finally, damage to 
the posterior portion of the brain (Wernicke's area) produces speech and language 
impairments consistent with a role in the complex processin~of multimodal input and the 
contribution of that processing to the final motor output. Patients with damage to posterior 
portions of the brain display output impairments that have been suggested to reflect 
inappropriate phonological selection compared to the more phonetic errors exhibited by 
anterior (Broca's) aphasics (Blumstein, 1981). Thus there appears to be some general 
functions associated with the hypothetical distributed processing modules known to 
represent vocal tract sensorimotor structures. 

Speech Production Units--Fundamental Representations 

An issue of paramount importance in speec_h production and motor behavior in general is to 
determine the level at which neural control is being exerted and hence the elementary units 
of the targeted behavior. Classical analyses of the integ_ration of neuromuscular behavior 
(e.g .. , Weiss, 1941) strongly suggests that a general pnnciple of neural organization is that 
neither the physical variables nor the particular subunits of a motor ensemble (individual 
muscles) are the key elements in the central neural constructs for motion. As suggested by 
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Bernstein almost 30 years ago (Bernstein, 1967) functional behavior involving multiple 
degrees of freedom is mastered by organizing the process as a whole. That is, the control 
of multiarticulate behaviors involving high dimensionality is simplified by constraining 
actions of functionally related effectors into smaller controllable units (see also Fowler, 
Rubin, Remez, & Turvey, 1980; Gracco, 1988; Kelso, 1986; Turvey, 1977; Saltzman & 
Kelso, 1987). However, while it is clear that speech is organized at a task level, an 
unresolved issue for production models is the level of that organization. Two different 
kinds of empirical observations have been made that reflect directly on the level of control 
exerted by the nervous system during motor speech. One such observation is the response 
of speech articulators to a mechanical perturbation. If a bite block is placed between the 
teeth restrictin~_the jaw's position during vowel production, speakers make adjustments in 
the tongue positron and shape to produce a vowel with perceptually similar characteristics. 
Perturbations to the motion of a moving speech articulator display related characteristics 
with responses demonstrating_ task-specific patterns of compensation. Mechanical 
perturbation to the lips result m compensatory changes in the lips and jaw (Abbs & Gracco, 
1984; Gracco & Abbs, 1985; 1988) and the larynx (Lofqvist & Gracco, 1991; Munhall, 
Lofqvist, & Kelso, 1994); jaw loads result in compensatory changes in the tongue (Kelso 
et al., 1984), lips (Folkins & Abbs, 1975; Shaiman, 1989), and velum (Kollia et al., 
1992). Task specific responses are observed when an articulator is actively involved in the 
sound segment being produced but not when an articulator is not involved (Kelso et al., 
1984; Shaiman, 1989). These studies suggest that the task-specific requirement for 
observing compensation to perturbation is the physiological composition of the phonetic 
seg~ent being produced. Observations of the relative timing of articulators is also 
consistent with the general observation that articulator actions are organized in functional 
aggregates. Upper lip, lower lip,jaw, velum and laryngeal motion has been shown to 
display systematic covariation in timing (Gracco, 1988; Gracco, 1994; Gracco & Abbs, 
1986; Gracco & Lofqvist, 1994; Kollia, Gracco, & Harris, submitted) with the timing 
among articulators stronger within a phonetic segment than across phonetic segments. 
These observations have been taken to offer support for phonetic units as the level of neural 
representation for speech reflecting categorically invariant neuromotor patterns (Gracco, 
1991; Gracco & Lofqvist, 1994). 

Phoneme based models of speech perception and production have a long history. One 
problem that has plagued theoretical perspectives emphasizing p~onetic representations for 
speech is that the acoustic correlates of a given phoneme and by mference vocal tract 
configurations exhibit variability from a number of sources including context, speaking 
rate, stress, etc. Such observations indicate an important property of the speech production 
system regarding the control of speech movements and the degree of control precision for 
speech. The spatial variability that characterizes speech motion can be interpreted as 
reflecting loosely specified goals in an abstract task space (Abbs, Gracco, & Cole, 1984; 
Saltzman & Munhall, 1989). That is, the details of a task are not specified except in a 
general sense, with mechanisms available to assure accurate perception. As pointed out by 
von Nuemann (1958) the nervous system is an analog device that is ideally suited for 
reliable operation not precision. In this context it can be suggested that articulatory 
performance is good enough without incurring excessive costs. An example of the degree 
to which speech movements need only be loosely controlled can be found in recent 
simulation and synthesis results reported by Gay, Boe, & Perrier (1992). Parametric 
manipulation of vocal tract cross sectional area and constriction location was used to 
determine the acoustic and perceptual boundaries of certain isolated vowels. It was shown 
that the formants for each of the vowels were most sensitive to changes in cross sectional 
area compared to constriction location. Vowel perception, however, was insensitive to both 
manipulations. The results from Gay et al. (1992) were somewhat at odds with the notion 
of the quantal characteristics of speech (Stevens, 1972; 1989) suggesting rather that quantal 
regions for vowels may not necessarily be avoided because of the tolerance of the 
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perceptual system. From these results it was concluded that the speech production 
mechanism has "considerable latitude" in specifying the articulatory targets (Gay et al., 
1992). An additional interpretation is that the perceptual system is sufficiently tolerant to 
accept a wide range of variation effectively relaxing the control required for speech 
production. 

Sequencing of Speech Motor Actions 

Speech is more than the specification of characteristic motor patterns or phonetic segments 
adjusted for context. An important consideration in speech production is the sequencing of 
vocal tract actions into communicatively meaningful units of production. While speech is a 
specialized human function, the view taken here is that it is one of many important brain 
functions and any theoretical account must adhere to principles that are shared by other 
similar behaviors. If one accepts the premise that the human brain has evolved from earlier 
brains, (based on the need to predict and control species-specific events in the 
environment), then supposing that more complex, higher-level mechanisms, developed 
from less complex, lower level mechanisms, is a logical extension. In this regard, the 
fundamental sequential nature of speech may be similar to other fundamentally sequential 
behaviors such as locomotion respiration, or mastication (Lashley, 1951; Kozhevnikov & 
Chistovich, 1965). This is not to suggest that speech shares specific motor patterns with 
other rhythmic behaviors. Rather, they may share similar principles for their 
implementation as well as adhere to similar organizational principles although they will be 
adapted to specific task requirements (e.g., communication) and effector properties (see 
Grillner, 1982; Gracco, 1990; Kelso & Tuller, 1984). For more automatic behaviors such 
as mastication and locomotion, central rhythm generators have been identified which 
produce behavior-specific rhythmic motor output similar in form and function to those 
identified in lower vertebrates. Differences in muscle activity and movement patterns for 
speech, chewing, and respiration clearly indicate that the same central pattern generator 
does not underlie all behaviors. Rather, a number of observations are consistent with the 
presence of some kind of rhythm generating mechanism as the basis for sequential speech 
motor adjustments. For example, mechanical perturbation of speech movement sequences 
result in an increase or decrease in the movement cycle frequency, dependent on the phase 
of the movement during which the load is applied (Gracco & Abbs, 1988; 1989; Saltzman, 
Kay, Rubin, & Kinsella-Shaw, 1991; Lofqvist, Saltzman, Kinsella-Shaw, Rubin, & Kay, 
1994; Saltzman, Lofqvist, Kinsella-Shaw, Rubin, & Kay, 1992). One interpretation of 
these results is that a rhythmic mechanism is the foundation for the serial timing of speech 
movements, and that the mechanisms is modifiable, not stereotypic (Gracco, 1990; 1991). 
Such a central rhythm generator would provide a framework for the sequencing of 
production units that, in turn, modulate the instantaneous frequency of the oscillator, based 
on intrinsic, phoneme-specific requirements (Gracco, 1990; 1991; 1994). An important 
consequence of incorporating a central rhythm generator into a speech production model is 
the ability to explain rate, stress, and final lengthening changes with manipulation of a 
single mechanism; global and local changes in rhythmic frequency. Moreover, the rhythmic 
nature of the output assists in one of the characteristic problems related to speech 
perception; segmentation (Cutler & Mehler, 1993; Lashley, 1951; Martin, 1972). The 
rhythmic modulation of sound production provides the perceptual system with a framework 
for sampling and parsing the input. The breakdown in the rhythmic structure of speech 
associated with a number of different speech motor disorders strongly suggests that the 
underlying rhythm is a network property rather than residing in a specific neuroanatomical 
location (Kent & Rosenbek, 1982). 
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Summary 

The model outlined rests on a number of assumptions about nervous system function and 
associated organizational principles that while specific to speech production, may generalize 
to many other behaviors. First, the level of control for speech is minimally at a level that 
reflects the smallest functional unit of speech, the phonetic gesture. Similarly, these units 
are ultimately organized into larg~r units on the order of syllables or stress units which are 
no doubt organized into larger umts such as lexical items. This suggests that speech 
production is a nested process with function, at each level, as the organizing principle. 
Speech movements are contextually variable suggesting that vocal tract confi ourations for .o 
the phonetic segments are only loosely specified and the degree of variation rs dictated by 
the perceptual requirements of each individual phonetic segment or class of speech sounds. 
Additional mechanisms operate to sequence the units into aggregates that are also 
sufficiently flexible reflecting substantial degrees of variation. A fundamental principle that 
emerges is that communication is a synthetic and stochastic process organized at multiple 
levels in parallel. As a result no one movement component or signal attribute is solely 
responsible for information transfer; the neural control of speech relies on flexible 
processes and reliable performance rather than invariant principles and rigid tolerances. 
Speech production (and presumably speech perception) is a distributed and integrative 
process systematically operating on a number of time scales and along a number of 
sensorimotor dimensions transforming intent into a series of coarticulating sound 
sequences. 
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Somatoneural Relation in the Auditory-Articulatory Linkage 
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A TR Human Information Processing Research Laboratories 
(2-2 Hikaridai, Seika-cho, Soraku-gun, Kyoto 619-02 Japan) 

1. Introduction 

The aim of this paper is to propose a functional neuroanatomical linkage between 
speech perception and production which serves as a basic mechanism to facilitate human 
speech communication. Exploring this proposition through experimental procedures is 
practically difficult because the linkage is concealed within the human brain. A possible way 
to reveal this human-specific function is to consider the shapes of the speech organs and their 
neural representations. The comparative morphology of the relevant peripheral systems 
suggests that the establishment of human speech communication is primarily due to the 
elaboration of speech production capabilities. The development of the auditory mechanism, 
in contrast, appears to show a continuation from the original form, permitting the common 
function of sound perception and localization. These accounts indicate that the reorganization 
of the neural maps of the body associated with the evolution of the speech organs may be the 
factor that binds speech production and perception together. In this paper, morphological and 
physiological studies of the mechanisms of vowel articulation and fundamental frequency 
(FO) control are reviewed with reference to the body-brain relationship. The results of the 
studies lead us to hypothesize the speech module in the brain consisting of sensorimotor 
representations of vowel and FO. The articulatory perspective on the speech module further 
emphasizes vowel-FO integration in the auditory-articulatory linkage. 

2. Somatoneural Relation and Human Specific Form of Speech Organs. 

Neural connectivity is dependent on the changing size and form of an animal's body 
(Purves, 1988). The concept of this "somatoneural relation" is generally supported by 
biologists'observation on the form of vertebrates'body and its representation in the brain. 
In the animals which demonstrate a drastic metamorphosis, e.g., amphibians, the 
musculoskeletal system shows a significant difference between larval and adult forms. 
However, the neural connections between the brain and the peripheral organs remain 
unchanged during the metamorphosis. This fact suggests that the neural function must alter 
according to changes in the body shape. The human speech production system demonstrates 
a unique form in comparison with other primates, as shown in Fig. 1. The specific form of 
the human speech organs includes a short oronasal prominence, a round tongue, a wide 
pharynx, and a low position of the lai-ynx. In particular, the separation of the larynx from the 
tongue in humans provides a morphological advantage to allow continuous vocal fold 
vibration during large displacements of the tongue and jaw. These changes comprise the 
morphological basis of human speech production which is characterized by sequential 
articulatory gestures coproduced with the melody of glottal sounds. This suggests that these 
human specific changes in the body form modify the neural maps of motor and sensory 
organs in order to facilitate the functional linkage between speech production and perception. 
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Although the anatomical relationship between the tongue and larynx is free from rigid 

anatomical coupling, some vestigial connections induce tongue-larynx interactions which are 

observed both in the articulatory and auditory domains. 

Fig. 1. Comparative morphology of the speech organs in human and macaque. The human 
vocal tract shape is characterized by the descent of the larynx, the increase of the pharyngeal 
cavity, and the separation of the thyroid cartilage (T) from the hyoid bone (H). These changes 
provide a morphological basis of human speech production composed of a large tongue 
deformation along with continuous vocal fold vibration. 

3. Larynx Height and Fundamental Frequency 

It is widely supposed that the relative height of the larynx tends to change with FO, 
being higher for high FO and lower for low FO. In spite of this will-known empirical 
observation, there are a couple of problems regarding the relationship between larynx height 

and FO. The first one is that the tendency is not always seen during natural speech 

utterances. This is partly due to various articulatory effects on larynx height which 

deteriorates its relationship with FO. Another account may be that the intended pattern of FO 

control in natural speech is the relative change in FO, since the absolute FO value should vary 

depending on various prosodic contexts. The second problem is that the mechanism of FO 

control by vertical laryngeal movement is not understood despite the obvious phenomenon. 

The current speech physiology does not provide reasonable explanations on how larynx 

height affects vocal fold length or tension. The following paragraphs are the summary of our 
study to answer the above questions. We examined morphological data recorded during 

sustained phonation of a vowel in different FO targets in order to explore the relationship 

between larynx height and FO. In static gestures for sustained production of isolated vowels, 
the consistent relationship between larynx position and FO is expected to be seen because 

vowel quality and tonal specification of utterance have to be realized independent from 

articulatory and prosodic contexts. 

Fig. 2(a) shows an example of our experimental results obtained by the magnetic 

resonance imaging (MRI) technique (Hirai, Honda, Fujimoto, & Shimada, 1994; Honda, 

Hirai, & Kusakawa, 1993). A series of MRI scans were performed for each tone sep紅 ately

while the subjects produced a descending scale in the vowel /a/. Larynx positions traced in 

28 



Honda, K.: Auditory-articulatory linkage 3
 

the figure indicate a monotonic laryngeal descent during FO lowering for all the subjects of 

the experiment. The result of this study suggests a plausible mechanism of FO control via the 

positional change of the larynx, as shown in Fig. 2(b). When the whole larynx moves 

vertically, the posterior plate of the cricoid cartilage shows a sliding motion along the cervical 

spine. Since the cervical spine has a natural curvature called "lordosis" at the level of the 

cricoid cartilage, the vertical motion of the larynx automatically causes a rotation of this 

cartilage. Subsequently, a change in vocal fold length is produced by the same manner that 

the cricothyroid muscle stretches the vocal folds. From a viewpoint of comparative 

morphology, the descent of the larynx and the lordosis of the cervical spine are the elements 

of human specific form of the body. These evolutionary changes do not only contribute to 

expanding the range of FO control but also facilitate the sensorimotor mapping between 

larynx height and tone height. 

Thyroid 
Cartilage 

Cricoid 
Cartilage 

(a) MRI Tracings (b) FO Control Mechansim 

Fig. 2. The mechanism of FO control by vertical laryngeal movements. (a) The tracings of MRI 
scan during a musical scale indicate a correlation between larynx position and FO. (b) Vertical 
laryngeal movements near the maximum point of the cervical lordosis produces a cricoid 
rotation for varying vocal fold length. 

The FO change in human sound production is accompanied by various events in the 

body. They include the changes in vocal fold length, cricothyroid angle, larynx height, jaw 

positions, tongue shape, and sub glottal pressure. Each of these events maintains a consistent 

relation with FO, accounting for a high phenomenological correlation. The motor events are 

monitored by the brain via various sensory organs. Among them, the muscles that elicit body 

actions also serve as an integrated sensory system to detect the length, tension, and weight of 

every part of the body. In speech production, the results of these actions are reflected by the 

sound, and monitored via the auditory channel as well. In the brain, the generation of a 

motor plan for FO change is always followed by somatosensory and auditory information of 

the produced FO change. The relationship between the intended motor pattern and received 

sensory information may be evaluated in the brain just like a correlation analysis. When the 

motor and sensory patterns have robust analogous relation, they should facilitate the 

connectivity between the neural map of the body and the auditory image of the sound. 
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Fig. 3. Various physiological events during FO changes. The intention of FO production is 
reflected by the changes in cricothyroid angle, larynx height, hyoid bone position and the 
sounds. These events are monitored by the brain to form integrated sensory information of FO 
changes. Since these motor and sensory patterns are analogous, they enhance robust 
sensorimotor mapping. 

4. Tongue Shape and Vowel Formants 

The similarity between articulatory and auditory patterns has also been acknowledged 

as a phonetic characteristics of vowels. In the case of vowels, the relationship between the 

patterns is not linear but multi-dimensional. In the phonetic literature, the vowel system is 
described by the cardinal vowel chart, which maps the highest point of the tongue in the 

lateral view. Acoustically, it is defined by a formant diagram, i.e., a plot of the first and the 

second formant frequencies. It is well-known that the vowel distributions in these kinematic 
and acoustic spaces resemble each other, as depicted in Fig. 4. Thus, the tongue position for 

a vowel can be predicted by its acoustic pattern. The analogous relationship between vowel's 

articulatory and auditory patterns has been discussed in Kojima's study on chimpanzee's 

vowel perception (1988). He speculates that the coincidence between vowels'auditory and 

articulatory patterns is a result of human evolution which occurred to the organs of speech 

production and perception. 

← F2 
2000 1600 1200 

.1 >OO

F1 
400 ↓ 

600 

800 

Fig. 4. A schematic drawing of the relationship between vowel's kinematic and acoustic 
patterns. The distribution of the highest points of the tongue for vowels (left) resembles the 
acoustic distribution of vowels in the F1-F2 diagram (right). 
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Our study of tongue muscle function has shown evidence that motor patterns for 

vowel production also resemble the vowel distribution in the formant space (Kusakawa, 

Honda, & Kakita, 1993; Honda, Hirai, & Kusakawa, 1993). The electromyographic 

(EMG) data from the four extrinsic tongue muscles have been reported by Baer, Alfonso, & 

Honda (1988). We analyzed the data to reconstruct the "intended gesture" for speech 

utterances by computing the equilibrium point of muscle forces. The human extrinsic tongue 

muscles are organized to have two pairs of antagonistic muscles. As shown in Fig. 5, the 

genioglossus posterior (GGp) and the hyoglossus (HG) form a pair, and the styloglossus 

(SG) and the genioglossus anterior (GGa) another. Since the axes of the muscle pairs are 

roughly orthogonal, the equilibrium point of muscle forces is computed by a simple vector 

summation of EMG values for all the muscles. Fig. 6 shows the trajectories of the 

equilibrium point in the word utterances /21p Vp/ having four extreme vowels /i, ぉ， a,u/. The 

extreme points in the trajectories show a clear separation of motor targets for vowels which 

resembles the vowel distribution in the formant space. This result suggests that the neural 

process of articulatory-to-auditory mapping may be relatively simple. A further study has 

demonstrated that computational mappings from muscle force equilibrium to formant patterns 

are successfully achieved by adding the jaw and lip components in the equilibrium equations 

(Maeda & Honda, 1994). The fact that the neuromotor patterns of vowel production 

resemble the auditory patterns may explain the efficiency of human speech communication. 

(a) two pairs of antaginistc tongue muscles 

i ぉ a u 

(b) Integrated EMG waveform 

Fig. 5. The extrinsic tongue muscles and the EMG data. (a) The four extrinsic tongue muscles 
are organized as two pairs of antagonists (GGp-HG, and SG-GGp). (b) The EMG data during 
/;:ipVp/ utterances with English vowels /i, 田,a, u/. 

The coincidence of the auditory and articulatory representations of vowels stems from 

the shape of the human vocal tract. A vocal tract model of a straight acoustic tube can 

demonstrate two-dimensional distribution of vowels in the formant space. The synthesized 

sounds from the model with adequate constriction location can be grouped into vowel 

categories by the human auditory system. Si叫 arto such a model, tongue deformation in the 

oral cavity also generates a constriction at various loci along the entire vocal tract. However, 

the human speech production system produces a quite different effect. Because of the right-

angled vocal tract and the orthogonal tongue muscles, they form analogous motor and 

sensory patterns of vowels. Thus, the shape of a particular part of the body contributes to a 

robust correspondence between kinematic and acoustic patterns of vowels. The spatial 

correlation between them is also repeatedly represented in the brain, and it enforces the 

functional linkage between vowel production and perception. 
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Fig. 6. The EMG and acoustic data from /;:ipVp/ utterances indicating analogous distribution of 
vowels in the articulatory and auditory spaces. (a) Articulatory trajectories of the equilibrium 
point of tongue muscle forces showing vowel distribution in the motor space. (b) The vowel 
distribution in the formant space. 

An additional example of analogous articulatory and auditory patterns of vowels is 
found in the recent x-ray microbeam study at the University of Wisconsin (Bashi, Westbury, 

& Honda, 1994). They analyzed kinematic and acoustic data of English and Japanese vowels 

in order to explore the variability of vowels in the both domains. One of their results 

indicated that the correspondence between tongue position and auditory pattern of vowels 

may be invariant across languages. In the kinematic space, English vowels show an evenly 
distributed pattern, while Japanese vowels demonstrate a clustering of the vowels /i, e, u/. 

The vowel distribution in the auditory space also demonstrate a similar tendency of vowel 
clustering for Japanese data, indicating a consistent relationship between vowels'articulatory 

and auditory distributions. From a linguistic point of view, the vowel system is different 
across languages, and the pattern of vowel distribution is dependent on the language's 

phonology. The data described above, however, indicate that the deviation of the vowel's 

kinematic patterns in a vowel system is also reflected by analogously deformed vowel 

distribution in the auditory space. According to the idea of the somatoneural relation, it is 

suggested that the human vocal tract is uniquely formed so that motor representation of vowel 

production can efficie叫yinduce its auditory representation. 

5. Integrated Representation of Vowel and PO 

The above observations provide a macroscopic perspective on the idea that the 

auditory-articulatory linkage derives from the somatoneural relation. The analogous patterns 
speculated between articulatory and auditory representations of speech components imply a 

functional formulation of a "speech module" across the motor and the sensory areas in the 

brain. The speech module conceptualized in this paper consists of the submodules for vowel 

and PO as schematically represented in Fig. 7. This scheme is partly based on the cortical 
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localization of speech function which is well-known as speech areas of Broca and Wemicke. 
Within each submodules, the articulatory and auditory representations are mapped to each 
other via the arcuate fasciculus in order to establish bidirectional auditory-articulatory linkage. 

In contrast to the traditional neuropsychological account, the tight linkage of analogous 
patterns infers functional equivalence of the motor and sensory representations of speech, 

enforcing a global account that the two speech areas share the same information. 

Furthermore, the submodules of vowel and FO are not independent from each other, but they 

appear to interact as a functionally integrated unit. This is supported by phonetic and 

psychoacoustic evidence with respect to vowel and FO. 

Fig. 6. The speech module of integrated representation of vowel and FO. Vowel and FO have 
analogous representations in the articulatory and auditory spaces, which provides efficient 
sensorimotor coordinate transformation. 

The phonetic evidence of vowel-FO relationship is well demonstrated by the intrinsic 

vowel FO, which is referred to as the language universal tendency for vowel height and FO to 

be correlated. One of the plausible explanations of the intrinsic vowel FO is the 

biomechanical interaction between the larynx and the supra-laryngeal articulators (Honda, 

1983). The tongue deformation for vowel articulation influences laryngeal configuration via 

the positional variation of the hyoid bone that interconnects these two organs. In contract to 

this physiological account, a different explanation in the perceptual domain is also possible, 
as seen in the "speech enhancement"・(Diehl, 1991) or the "auditory dispersion" (Lindblom, 

1986) hypotheses. These theories indicate that deliberate production of the intrinsic vowel FO 

contributes to robust perceptual separation of vowel quality. These contrasting accounts of 
the intrinsic vowel FO, however, do not contradict, both allowing one to suggest that the 

representations of vowel and FO are unified in the speech module. 

Another example of the vowel-FO integration is the well-known perceptual function of 

"talker normalization." The perception of vowel quality is not entirely dependent on vowel 

distribution in the formant space, but is also affected by FO. This perceptual normalization of 

vowel quality by formants and FO plays an important role in speech acquisition through 

mother-infant communication. The fact that the vowels produced by the talker's rncal tracts 
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of different size are perceived as equivalent in quality by the listener suggests an innate 

perceptual mechanism which compensates for the difference in the size of the talker's speech, 

organs. It is also known that the vowel normalization is not only auditorily relevant but also 

involves visual function. Early vision is mainly sensitive to the shape of the object rather 
than to its size. In visual perception of vowels, the shapes of the lips provide analogous 

vowel information even if the vocal tracts are different in size. 

While these explanations in the perceptual domain appear plausible, there are possible 

articulatory accounts of talker normalization. The covariance between formants and FO that 

enhances the perception of vowel quality is also found in an FO-related articulatory effect, 
which is termed the "inverse effect" of the intrinsic vowel FO (Honda, in press). The 

mechanisms of FO control do not only involve laryngeal muscles but also tongue and jaw 

muscles, and the use of these muscles for FO control inevitably alters the articulatory 

configuration for vowels. Consequently, a systematic variation of vowel formants results 
due to FO control. Although the physiological mechanism of the inverse effect of the intrinsic 

FO is complex and has not been examined in detail, the most obvious aspect of the 
phenomena may be that vowels produced with high FO tends to have a forward position of 

the tongue root, as seen in Fig. 2(a). The subsequent acoustic effect of producing high FO is 
a higher shift of F2. Thus, the characteristics of the articulatory system produce a tendency 
for F2 to covary with FO. This acoustic effect of FO control mechanism on vowel formants is 

roughly equivalent to the auditory effect that enhances vowel normalization, and it possibly 

facilitates a "self-emulation" for talker normalization. Although this account from an 

articulatory view may be premature, it may provide another evidence to support the integrated 

representation of vowel and FO in the speech module. 

6. Summary 

Speech sounds are produced by human vocal tract organs. In a conventional account, 

action patterns of these organs are controlled by the brain. The concept of the somatoneural 
relationship emphasizes a contradictory idea that the brain organization must adjust to the 

shape of the body. The form of the speech organs and the acoustic pattern of the sounds 

produced by them are represented in the brain so that they are functionally associated. The 

human-specific shape of speech organs permits the significant correlation between sound 
patterns and motor patterns for vowel and FO, which allows an auditory-articulatory linkage 

to form a speech module during the process of neurogenesis. 

Speech sounds are received initially in the both sides of the primary auditory cortex in 

the same manner as other environmental sounds are perceived. However, speech sounds are 

transmitted to the speech areas in the left side of the brain, where the speech module exists as 

an innate functional structure. This module is formed to integrate the sensorimotor maps of 

the body, serving as an interface to the organization of language. The module functions in a 

way to bridge the motor and sensory association areas for facilitating bi-directional 

informational flow between them. With this functional linkage, the intention of speaking is 

monitored as an auditory image prior to its execution. Also, the auditory image of received 

speech sounds is represented as a corresponding motor pattern. 
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 Vowel and FO are the core components of the speech module, and they also interact 

with each other. The interaction is observed as the intrinsic vowel FO and vowel 

normalization by FO. They have been discussed as different issues, however they can be 

summarized by the same concept of the vowel-FO integration in the speech module. The 

integrated image is transparent in the representations of speech production and perception. 

This proposes a resonance hypothesis for the human brain function to fuse the images of 

sound and action. 
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The conceptual basis 

of modelling auditory processing 

in the bra1nstem 

Ray Meddis, 

Speech and Hearing Laboratory, University of Technology 

Loughborough, U.K. 

Computer modelling of the neurophysiology of the auditory brainstem 

has the potential for providing a coherent framework for synthesising the 

growing knowledge database generated by anatomists and physiologists. It 
can also supply hypotheses concerning the mechamsms underlying psycho 

acoustic phenomena. The framework should, furthermore, help us to enu-

merate the underlying principles of sensory analysis independently of the 

wetware or hardware which embody them. These principles can also be 

used selectively by engineers when solving auditory signal processing prob-

lems. 

If this effort is to develop into a mature science, we need to identify 
and make explicit the basic conceptual building blocks which support the 

modelling process. Similarly, if we are to interest engineers in the potential 

of incorporating simulations of living systems into their devices we must 

be able to identify the functions and benefits of the individual components. 

They will not be willing to slavishly copy the whole auditory system but 

may well wish to exploit the power of individual principles if we can isolate 
them and articulate them. 

For the purpose of this exposition, I shall take the view that the acous-

tic signal carries information wluch could influence the action of an animal. 

The function of the information processing system is to amplify this infor-

mation at the expense of other aspects of the signal. A secondary function 

of the system is to segregate different types of information so that each 

can be separately amplified and directed into the correct action-channel. 

Below, I shall distinguish three quite different aspects of the signal process-

ing used by mammals to achieve this selectivity and amplification. Firstly, 

purely physical effects prior to nervous processing. Secondly, variable types 

of response by individual neuronal components and, thirdly, patterns of re-

sponding across groups of neurones. In the talk I shall illustrate some of 

these principles using recent modelling work at Loughborough. 

Physical effects 

The most approachable and best understood set of transforms can be ob-

served before the signal even reaches the auditory meatus. The 20 cm sep-

aration of the two ears, the interposition of the head between the two ears 

and the complex convolutions of the pinna's reflecting surfaces combine to 

ensure that a single sound source gives rise to two quite different acoustic 

waveforms at the entrance to the left and right meatus. The difference in 

the two signals contains a great deal of information concerning the location 
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of the sound source which could not have been discovered using the origi-

nal sig叫 alone.Moreover, the combined use of the left and right signals 

can later be used to increase the detectability of a signal against a noisy 

background (BMLD effect). The abi且tyof the system to orient the head 

appropriately further enhances these effects. This actively controlled cre-

ation of two different signals from the same source should be regarded as 

the first stage in the information processing chain and should ideally feature 

prominently in any complete model of hearing. 

The resonance of the concha and the meatus gives rise to the second sig-

nal processing stage by selectively amplifying signals in a broad but limited 

frequency range. In man, the concha and the meatus combine to provide 

10 dB amplification to signals between 1 kHz and 7 kHz (Shaw, 1974). 

Curiously, the'head shadow'effect also amplifies signals of contralateral 

origin in the mid frequency range while attenuating those at higher frequen-

cies. Whether our speech frequency range is tuned to take advantage of 

the length of our meatus, or the length of the meatus has been adapted 

to suit the speech is a moot point but it does constitute a clear functional 

compatibility. 

The frequency selectivity in the cochlea is a clear example of separation 
of different aspects of the signal prior to further processing. A great deal of 

current auditory theorising is currently concerned with the use that this is 

put to later in the system. However, there is more to this stage than mere 

filtering. The nonlinearity of the basilar membrane response introduces a 

range of effects whose functional significance is only just beginning to be 

explored. At low amplitudes, filters are narrow but at high amplitudes they 

are wide. This is the opposite of what one might expect if the intention were 
to optimise the detectability of weak signals. So what is the purpose of this 

arrangement? 

The non恥 earresponse also generates distortion products which convert 

simple inputs into complex outputs. A hi-fi engineer is concerned to elimi-

nate such products, so why would mammalian hearing introduce them? One 

possibility is that they enrich the signal and distribute it across a larger num-

ber of filters. This may enhance its delectability in some way. In the case of 

harmonic sounds, the distortion products are all related harmonically to the 

fundamental frequency and this may emphasise periodic aspects of the sig-

nal. The most striking effect of non且nearityis two-tone suppression which 

has the potentially useful effect of causing strong signals to suppressing 

neighbouring weaker signals. This should, for example, emphasise formant 
peaks in speech signals. 

With the exception of filterbanks, the potential of these other physical 

signal processing principles have not been vigorously explored by engineers. 

Nor would we expect them to do so until the hearing community has estab-

lished a consensus of the functional importance of each stage. 

Individual neuronal components 

The inner hair cell (not strictly neuronal) is the most fami且arcomponent 

to auditory modellers (Hewitt and Meddis, 1991, for review). Its complex 
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response to basilar membrane vibrations introduces a number of interesting 

transformations to the signal. It is directly responsible for signal adaptation, 

low-frequency phase-locking and the probabilistic response of the auditory 

nerve fibre. We can readily market the benefits of adaptation (more easily 

spotted signal onsets), of phase-locking (carries information about the signal 

fine-structure) and probabilistic response (distributes the information effi-

ciently across a number of fibres each with limited information transmission 

capabilities). Unfortunately the explanations are incomplete. Adaptation 

only occurs for intense signals and is not present near threshold and phase-

locking is restricted to low frequencies in many (but not all) animals. When 

inner hair cell models are added to automatic speech processing devices, 

they more often than not produce a reduction in performance. Clearly its 

functional benefits need to be better understood before they can be exploited 

in signal processing devices. 

Most models ignore the probabilistic response of individual auditory 

nerve fibres even though this may be the main (possible the only) substan-

tial source of system noise in the auditory nervous system. Its inclusion is 

probably essential when modelling sensory thresholds. The number of fibres 

is strictly limited and the common assumption that groups of fibres carry 

an essentially noise-free representation is probably not warranted given the 

small numbers innervating individual frequency regions. 

Refractory effects are also typically regarded as a nuisance factor. Cer-

tainly, any pulse code modulated system must have gaps to de廿nethe be-

ginning and end of the pulses. But is there more to it than that? We were 

surprised to discover that the refractory period of ste且atecells in the cochlear 

nucleus may be the prime determinant of the cell's chopping rate. That, in 

turn, determined the characteristics of its bandpass amplitude modulation 

transfer function. The recovery rate of the cell was used as a critical com-

ponent in the ce且'sability to selectively amplify certain rates of amplitude 

modulation whilst attenuating others (Hewitt et al, 1992). Different cells 

with different rates of recovery consequently amplify modulation in differ-

ent frequency regions -an essential step in the process of mapping signal 

periodicity onto a place code. 

The style of recovery of a cell to a disturbance of its equilibrium can 

also have an effect on how it process information. When a cell with a lin-

ear input/output current/voltage response function has its internal voltage 

raised following synaptic input, K+ currents resist this rise and a Na spike 

is generated only if the input is prolonged and substantial. Stellate cells are 

like this and act as integrators for many inputs. Each input is subthreshold 

but has a lingering effect on the ce且sothat inputs can accumulate over time 

to generate an adequate driving stimulus. 

Other types of cells respond to the rising voltage by applying an acceler-

ator function which results in a very early Na spike. Bushy ce且sfa且intothis 

category and they consequently have a very fast response to one or a small 

number of inputs. vVhen the response requires more than a single input, 

these must arrive virtually simultaneously because the fast time-constant of 

the cell means that the effect of a single subthreshold input does not linger 

long enough to interact with later inputs. 
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The fusiform cell in the DCN represents yet another type of response. A 

brief period of hyper polarisation caused by inhibition triggers current且OW

which will continue to resist excitatory inputs even after the inhibition has 

ceased. This has been used to explain the'build up'pattern of responding 

which is typical of these cells. The functional benefit of this type ofresponse 

is still unclear, however. 

The number of excitatory synapses tolerated by a cell can also deter-

mine the style of response of that cell. For example, we have shown that a 

sustained chopper response pattern can be converted to a transient chopper 

pattern by reducing the number of AN synapses while keeping the threshold 

constant (Hewitt and Meddis, 1993). The AM amplification properties of 

the cell will deteriorate under these circumstances. It has also been sug-

gested that an onset pattern of responding can be simulated by using a cell 

with a large number of AN inputs and a high threshold. Such cells will only 

respond at the onset of a stimulus when most of the input fibres have a high 

probability of firing. 

Patterns of response across neurones 

A fundamental aspect of patterned response is the geographical segregation 

of neurones on the basis of the information extracted from the signal. The 

auditory nervous system contains many'maps', including frequency maps, 

source location maps, and amplitude modulation frequency maps. The sig-

nificance of maps may extend beyond the simple principle of keeping dif-

ferent properties separate; they may also serve the purpose of keeping cells 

processing similar aspect of information together so that they can inter-

act meaningfully. The most obvious interaction is that of lateral inhibition 

where peaks of activity across a dimension can be highlighted and empha-

sised. 

Other co-operative circuits are slowly being identified. For example, it 

has been suggested that the complex circuitry of the DCN allows fusiform 

cells to respond optimally to notches in broadband noise. An'echo-suppression' 

circuit has also been proposed involving vertical cells in the DCN that de-

liver a slightly delayed inhibition to VCN bushy cells (Wickesberg and Oer-

tel; 1993). These would suppress a second burst of AN activity following 

a reverberation-induced echo. To these we should add circuits in the MSO 

and LSO which oppose inputs from opposite sides to extract information 

about the location of sound sources. 

Feedback circuits from the superior olive to bushy cells in the AVCN 

provide on-centre inhibition which reduces overall firing rate and may en-

hance the cell's dynamic range (Caspary et al; 1993). The MOC system 

sends descending projections to the auditory periphery where it can raise 

response thresholds. Intriguingly, these connections also send collaterals to 

the CN where they may impact on the same cells that receive input from 

the periphery. This circuit may be a complex feedback arrangement where 

the system is allowed to anticipate the effects of the longer feedback loop 

and thus reduce the,likelihood that the system will overshoot or hunt; both 

problems with simple feedback systems. 
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Conclusions 

We are clearly still on the threshold of understanding how brainstem cir-
cuits are used to process auditory information. Even the more familiar ter-

ritory of the auditory periphery still has unanswered questions concerning 
the functional benefits of the individual process that are observed there. A 

convergence of information from psychophysics, physiology and anatomy is 
providing a rich database from which to speculate and computer modelling 

will be the testbed of these theories and the embodiment of the synthesis 

which results. 
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ABSTRACT 

In this paper we present a new method of signal processing for 

robust speech recognition using multiple microphones. The 

method, based on human binaural hearing, consists of passing the 

speech signals detected by multiple microphones through band-

pass filtering and nonlinear rectification operations, and then 

cross-correlating the outputs from each channel within each fre-

quency band. These operations provide an estimate of the energy 

contained in the speech signal in each frequency band, and pro-

vides rejection of off-axis jamming noise sources. We demonstrate 

that this method increases recognition accuracy for a multi-chan-

nel signal compared to equivalent processing of a monaural signal, 

and compared to processing using simple delay-and-sum beam-

forming. 

1. INTRODUCTION 

The need for speech recognition systems and spoken language sys→ 

terns to be robust with respect to their acoustical environment has 

become more widely appreciated in recent years. Results of sev-

era! studies have demonstrated that even automatic speech recog-
nition systems that are designed to be speaker independent can 

perform very poorly when they are tested using a different type of 

microphone or acoustical environment from the one with which 

they were trained, even in a relatively quiet office environment 

(e.g. [ l]). Applications such as speech recognition over tele-

phones, in automobiles, on a factory floor, or outdoors demand an 

even greater degree of environmental robustness. 

In recent years there has been increased interest in the application 

of knowledge about signal processing in the human auditory sys-

tem to improve the performance of automatic speech recognition 
systems (e.g. [2, 3, 4]). With some exceptions (e.g. [5, 6]), these 

algorithms have been primarily concerned with signal processing 

in the auditory periphery, typically at the level of individual fibers 

of the auditory nerve. While the human binaural system is prima-

rily known for its ability to identify the locations of sound sources, 

it can also significantly improve the intelligibility of sound, partic-

ularly in reverberant environments [7]. In this paper we describe 

an algorithm that combines the outputs of multiple microphones to 

improve speech recognition accuracy. The form of this algorithm 

is motivated by knowledge of the more central processing that 

takes place in the human binaural system. 
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Since our algorithm processes the outputs of multiple micro-

phones, it should be evaluated in comparison with other micro-

phone-array approaches. Several types of array processing 

strategies have been applied to speech recognition systems. The 
simplest such system is the delay-and-sum beamformer (e.g. [8]). 

In delay-and-sum systems, steering delays are applied at the out-

puts of the microphones to compensate for arrival time differences 

between microphones to a desired signal, reinforcing the desired 

signal over other signals present. This approach works reasonably 

well, but a relatively large number of microphones is needed for 
large processing gains. A second approach is to use an adaptive 

algorithm based on minimizing mean square energy, such as the 

Frost or the Griffiths-Jim algorithm [9]. These algorithms can pro-

vide nulls in the direction of undesired noise sources, as well as 

greater sensitivity in the direction of the desired signal, but they 

assume that the desired signal is statistically independent of all 

sources of degradation. Consequently, they do not perform well in 

environments when the distortion is at least in part a delayed ver-

sion of the desired speech signal as is the case in many typical 
reverberant rooms (e.g. [10]). (This problem can be avoided by 

only adapting during non-speech segments [11].) 

The algorithm described in this paper is based on a third type of 

processing, the cross-correlation-based processing in the human 

binaural system. The human auditory system is a remarkably 

robust recognition system for speech in a wide range of environ-

mental conditions, and other signal processing schemes have been 

proposed that are based on human binaural hearing (e.g. [12]). 

Nevertheless, most previous studies have used cross-correlation-

based processing to identify the direction of a desired sound 
source, rather than to improve the quality of input for speech rec-
ognition (e.g. [14, 15]). 

In Sec. 2 we briefly revi.ew some aspects of human binaural pro-

cessing, and we describe the new cross-correlation-based algo-

rithm in Sec. 3. In Sec. 4 we describe typical results from pilot 

evaluations of the cross-correlation-based algorithm that demon-

strate the algorithm's ability to preserve spectral contours. Finally, 

we describe in Sec. 5 the results of a small number of experiments 

that compare the speech recognition accuracy obtained with the 

new cross-correlation-based algorithm on conventional delay-and-
sum beamforming. 
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Figure 1. Upper panel: Block diagram of the transduction pro-

cess in the auditory periphery. The output represents the 

response of a single fiber of the auditory nerve. Lower panel: 

Schematic representation of the Jeffress place mechanism. The 

blocks labelled△ T indicate fixed timed delays in the signals. 

2. CROSS-CORRELATION AND HUMAN 
BINAURAL PROCESSING 

As a crude approximation, the peripheral auditory system can be 

characterized as a bank of bandpass filters, followed by some non-

linear post-processing. To the extent that such an offhand charac-

terization is valid, we may further suggest that binaural interaction 

can be characterized as the cross-correlation from ear to ear of the 

outputs of peripheral channels with matching center frequencies 

[13]. 

Figure 1 is a schematic diagram of a popular mechanism that can 

accomplish the interaural cross-correlation operation in a physio-

logically-plausible fashion. This approach was originally pro-

posed by Jeffress [14] and later quantified by Colburn [15] and 

others. The upper panel of Fig. 1 describes a functional model of 

auditory-nerve activity. This auditory-nerve model consists of (1) 

a bandpass filter to represent the frequency analysis performed by 

the auditory periphery, (2) a rectifier that represents nonlinearities 

in the transduction process, (3) a lowpass filter that represents the 

loss of synchrony of the auditory-nerve response to stimulus fine 

structure above about 1500 Hz, and (4) a mechanism that gener-

ates sample functions of a non-homogeneous Poisson process with 

an instantaneous rate that is proportional to the output of the recti-

fier. 

The lower panel describes a network that performs temporal com-

parisons of the Poisson pulses arriving from peripheral auditory 

nerve fibers of the same characteristic frequency (CF), one from 

each ear, with successive delays of△ T introduced along the path, 

as shown. The blocks labelled CC record coincidences of neural 

activity from the two ears (after the net delay incurred by the sig-

nals from the peripheral channels by the△ T blocks). The response 

of a number of such units, plotted as a function of the net internal 

interaural delay can be thought of as an approximation to the inter-

aural cross-correlation function of the sound impinging on the ear 

after the bandpass filtering, rectification, and lowpass filtering is 

performed by the auditory periphery. Figure 2 displays the relative 

amount of activity produced by an ensemble of coincidence-
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Figure 2. The response of an ensemble of binaural fiber pairs to 

a 500-Hz pure tone (upper panel) and to bandpass noise centered 

at 500 Hz (lower panel), each presented with a 0.5-ms ITD. 

counting units in response to two simple stimuli: a 500-Hz pure 

tone, and bandpass noise centered at 500 Hz, each presented with a 

0.5-ms interaural time delay (ITD). The expected total number of 

coincidences is plotted as a function of internal delay (along the 

horizontal axis) and characteristic frequency (which is represented 

by the oblique axis). The diminished response for net internal 

delays greater than 1 ms in magnitude reflects the fact that only a 

small number of coincidence-counting units are believed to exist 

with those delays. In traditional binaural models, the location of 

the ridge along the internal-delay axis is used to estimate the lat-

eral position or azimuth of a sound source. In this work we con-

sider the spectral profile along the ridge (for more complex speech 

stimuli), and we specifically seek to detem社nethe extent to which 

the cross-correlation processing of the binaural system serves to 

preserve the spectral contour along that ridge in difficult environ-

ments. 

3. CROSS-CORRELATION-BASED 
MULTI-MICROPHONE PROCESSING 

The goal of our multi-microphone processing is to provide a sim-

plified computational realization of elements of the auditory sys-

tern and of binaural analysis, but with potentially more than two 

sensors. In other words, we speculate what auditory processing 

might be like if we had 4, 8, or more ears. Figure 3 is a simplified 

block diagram of our multi-microphone correlation-based process-

ing system. The input signals xk [n] are first delayed in order to 

compensate for differences in the acoustical path length of the 

desired speech signal to each microphone. (This is the same pro-

cessing performed by the conventio叫 delay-and-sumbeam-

former.) The signals from each microphone are passed through a 

bank of bandpass filters with different center frequencies, passed 

through nonlinear rectifiers, and the outputs of the rectifiers at each 

frequency are correlated. (The correlator outputs correspond to 

outputs of the coincidence counters at the internal delays of the 

"ridges" in Fig. 2.) Currently we use the 40-channel filterbank pro-

posed by Seneff [2], which was designed to approximate the fre-

quency selectivity of the auditory system. The shape of the 

rectifier has a significant effect on the results. We have examined 
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Figure 3. Block diagram of multi-microphone cross-correlation-

based processing system. 
the response of two types of nonlinear rectifiers: the rectifier origi-

nally described by Seneff, which saturates in its response to high-
level stimuli, and a family of rectifiers called half-wave power-law 

rectifiers which produce zero output for negative signals and raise 

positive signals to an integer power. 

For two microphones, these operations correspond to the familiar 
short-time cross-correlation operation for an arbitrary bandpass 

channel with center frequency we: 

N-1 
互=L Y1 [n, w J Y2 [n, 叫

C 
n=O 

where yk [n, we] is the signal from the砂microphoneafter 

delay, bandpass filtering, and rectification, n is the time index, and 

N is the number of samples per analysis frame. For the general 

case of K microphones, these operations produce 

N-I K 2/K 

島={n~。Yr [n, り几,k[n,wJ}

゜

5
0
4
5
4
0
3
5
3
0
2
5
2
0
1
5
 

8P'o!Jel::J 1auue1.1:J 

ITD =I.Oms 

5 10 15 20 25 30 
SNR. dB 

2 channels, cross-correlation 

CQ 50 
℃ 
,45 ITD =I.Oms 

!40三二・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・・

旦〇
5 10 15 20 25 30 

SNR. dB 
8 channels, cross-correlation 

一
ト

0

5
0
4
5
4
0
3
5
3
0
2
5
2
0
1
5
 

8P'ot1et:1 f<JUUeLJ:J 

5
 
10 15 20 

2 channels, delay-and-sum 

25 30 
SNR. dB 

CO 50 
℃ 

゜
、45
淘40t-・・ ・ITIJ"'1.-0 m, ・ ・ ・・・・・・・・・・・・・・・ニ
cc 
Qi 35 
~30 

且25
(.} 
20 

150 5 10 15 20 

8 channels, delay-and-sum 

25 30 
SNR. dB 

The factor of 2/ K in the exponent enables the result to retain the 

dimension of energy, regardless of the number of microphones. 

The 40 "energy" values are then converted into 12 cepstral coeffi-

cients using the cosine transform. The 12 cepstral parameters and 

an additional coefficient representing the power of the signal dur-

ing the analysis frame are used as phonetic features for the origi-

nal CMU SPHINX-I recognition system [16]. 

Figure 4. Comparisons of output energies of a 2-channel cross-

correlation processor with delay-and-sum beamforming, using 

artificial additive noise. The actual power ratio of the two tones 

(without the noise) is 40 dB. 

4. CROSS-CORRELATION PROCESSING 
AND ROBUST SPECTRAL PROFILES 

Comparisons using pairs of tones. We first evaluated the cross-

correlation algorithm by implementing a series of pilot experi-

ments with artificial stimuli. In the first experiment we examined 
the spectral profile developed by two sine tones, one at 1 kHz and 

one at 500 Hz, with an amplitude ratio of 40 dB. The two tones 

45 



were summed and corrupted by additive white Gaussian noise. 

The summed tones were presented identically to each "sensor" of 

the system (thus representing an "on-axis" signal), but the noise 

was added with a time delay from sensor to sensor that simulates 

the delay that is produced when the noise arrives at an oblique 

angle to a linear microphone array. Each sensor output was then 

passed through a pair of bandpass filters, one centered at 500 Hz 

and one at 1 kHz. The signals at the outputs of the bandpass filters 

were half-wave rectified, and the outputs from filters at corre-

sponding frequency bands from each sensor were cross-correlated 
to extract an energy value for that frequency band. The ratio of 

these outputs was calculated and plotted for peak-signal-to-addi-

tive-noise ratios (SNR) ranging from O dB to 30 dB. 

The results of this experiment are depicted in the four panels of 

Fig. 4, which display the power ratio of the outputs of the 500-Hz 

and 1000-Hz processing bands, as a function of SNR. In all cases, 

the ideal result would be the input power ratio of 40 dB, which is 

indicated by the horizontal dotted lines. Data were obtained for 

five values of sensor-to-sensor time delay (denoted "ITD"): 0.0, 

0.25, 0.5, 0.75, and 1.0 ms. We compare results obtained using the 
cross-correlation array post processing as described above with 

processing in which the channels are summed prior to bandpass 

filtering. This case is representative of delay-and-sum beamform-

ing, where the on-axis sine tone signal is reinforced relative to the 

off-axis uncorrelated noise signal. It can be seen in Fig. 4 that 8 

sensors provides a better approximation than 2 sensors to the orig-
inal 40-dB ratio of energies in the two frequency channels. For a 

given number of sensors, the cross-correlation algorithm performs 

better than delay-and-sum beamforming. Finally, with the desired 

signals presented simultaneously to the sensors, performance 

improves (unsurprisingly) as the sensor-to-sensor ITD of the noise 

is increased. 

Comparisons using a synthetic vowel sound. We subsequently 

confirmed the validity of the algorithm by an analysis of a digi-

tized vowel segment / a/ corrupted by artificially-added white 

Gaussian noise at global SNRs of Oto +21 dB. The speech seg-
ment was presented to all microphone channels identically (to 

simulate a desired signal arriving on axis) and the noise was pre-

sented with linearly increasing delays to the channels (again, to 

simulate an off-axis corrupting signal impinging on a linear 

microphone array). We simulated the processing of such a system 

using 2 and 8 microphone channels, and time delays for the mask-

ing noise of O and 0. 125 ms to successive channels. 

Figure 5 describes the effect of SNR, the number of processing 

channels, and the delay of the noise on the spectral profiles of the 

vowel segment. The frequency representation for the vowel seg-

ment is shown along the horizontal axis. (These responses are 

warped in frequency according to the nonlinear spacing of the 

auditory filters.) The SNR was varied from Oto +21 dB in 3-dB 

steps, as indicated. The upper panel summarizes the results that 

are obtained using 2 channels with the noise presented with zero 

delay from channel to channel (which would be the case if the 

speech and noise signals arrive from the same direction). Note that 

the shape of the vowel, which is clearly defined at high SNRs, 

becomes almost indistinct at the lower SNRs. The center and 

lower panels show the results of processing with 2 and 8 micro-
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Figure 5. Estimates of spectra for the vowel segment / a/ for var-

ious SNR using (a) 2 input channels and zero delay, (b) 2 input 

channels and 125-μs delay to successive channels, and (c) 8 input 

channels and 125-μs delay. 

phones, respectively, when the noise is presented with a delay of 

125μs from channel to channel (which corresponds to a moder-

ately off-axis source location for typical microphone spacing). We 

note that as the number of channels increases from 2 to 8, the 

shape of the vowel segment in Figure 2 becomes much more 

invariant to the amount of noise present. In general, we found in 

our pilot experiments that the benefit to be expected from process-

ing increases sharply as the number of microphone channels is 

increased. We also observed (unsurprisingly) that the degree of 

improvement increases as the simulated directional disparity 
between the desired speech signal and the masker increases. We 

conclude from these pilot experiments that the cross-correlation 

method described can provide very good robustness to off-axis 

additive noise. As the number of microphone channels increases, 

the system is robust to noise at smaller time delays between micro-

phones, so even undesired signals that are slightly off-axis can be 

rejected. 
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Figure 6. Comparison of word error rates achieved with 2-micro-

phone processing using various half-wave rectifiers, and three 

types of signal processing. 

5. EFFECTS OF CROSS-CORRELATION 
PROCESSING ON SPEECH 
RECOGNITION ACCURACY 

Encouraged by the appearance of these spectral profiles with sirn-

ulated input, we evaluated 1-, 2-, 4-, and 8-channel irnplernenta-

tions of the algorithm in the context of an actual speech 

recognition system. The CMU SPHINX-I speech recognizer [16] 

was trained using speech recorded in an office environment using 

the speaker-independent alphanumeric census database [1] with 

the omnidirectional desktop Crown PZM6FS microphone. Identi-

cal samples of 1018 training utterances from this database from 74 

speakers were presented to the inputs of the multi-microphone 

system described in Figure 2. All speech was sampled at 16 kHz. 

The frame size for analysis was 20 ms (320 samples) and frames 

were analyzed every 10 ms. 

5.1. Nonlinear Rectification 

The goal of the first series of experiments using actual speech 

input to the system was to determine the effect of rectifier shape 

on speech recognition accuracy. A test database was collected 

using a stereo pair of PZM6FS microphones placed under the 

monitor of a NeXT workstation. The database consisted of 10 

male speakers each uttering 14 alphanumeric census utterances 

that were similar to those in the training data. 

We compared the word errors obtained (tabulated according to the 

standard ARPA metric) using a 2-channel implementation of the 

cross-correlation algorithm and a "mono" implementation of the 

same algorithm in which the same signal is input to the two chan-

nels. (The "mono" implementation enables us to assess the extent 

to which the system can exploit differences between the signals 

arriving at the two microphones.) We tested with half-wa¥'e 

power-law rectifiers with various exponents, and with the rectifier 

proposed by Seneff [9]. Figure 4 summarizes the results of these 

comparisons. Using the half-wave power-law rectifier with the 

positive signal raised to the 2nd power (the "half-square" rectifier) 

provided the lowest word error rate of the various half-wa¥'e 

power-law rectifiers. The 2-channel cross-correlation algorithm 

provides a slightly better error rate than conventional LPC signal 

processing, and the recognition accuracy using this algorithm 

depends on the shape of the rectifier. 

We hypothesize that the half-square rectifier provides the best 

error rate because it is slightly expansive. The Seneff rectifier 

actually compresses the positive signals and limits dynamic range. 

Using a power-law rectifier of too great a power starts to diminish 

in performance as the dynamic range is expanded too greatly. 

Using no rectifier at all provides poor performance because nega-

tive correlation values are produced. The half-wave square-law 

rectifier was used for all subsequent experiments. 

5.2. Number of Processing Channels 

We describe in this section results obtained using a new set of 

multiple-channel speech data. This testing database consisted of 

utterances from the CMU alphanumeric census task [1], and it was 

collected in a much more difficult environment with significant 

reverberation and additive noise sources. The ambient noise level 

was approximately 60 dB SPL with linear frequency weighting. 

Simultaneous speech samples from a single male speaker were 

collected using an 8-element linear array of inexpensive noise-

cancelling pressure gradient electret condenser microphones, 

spaced 7 cm from one another. For comparison purposes, each 

utterance was also simultaneously recorded by a pair of omnidi-

rectional desktop Crown PZM6FS microphones, also spaced 7 cm 

from one another, and the ARPA-standard Sennheiser HMD-414 

close-talking microphone. The subject wore the closetalking 

microphone and sat at a I-meter distance from the other micro-

phones. The signals from the electret microphones were passed 

through a filter with a response of -6 dB/octave between 125 Hz 

and 2 kHz, and a gain of 24 dB, to compensate for the frequency 

response of these microphones. By selecting a single element, the 

middle two elements, or the middle four elements from the 8-ele-

ment array, arrays of 1, 2, 4, and 8 elements could easily be 

obtained. 

The training database for these experiments was from the original 

census data, obtained with a PZM6FS microphone with very dif-

ferent acoustical ambience. In order to compensate partially for 

differences between the training and environments, we normalized 

each cepstral coefficient (except for the zeroth) on an utterance-

by-utterance basis by subtracting the mean of the values of that 

coefficient across all frames of the utterance. 

Figure 7 shows the word error rates obtained using cross-correla-

tion processing with 1, 2, 4, and 8 channels (microphones). The 

performance of three different algorithms is compared: (1) the 

original algorithm with auditory processing and the cross-correla-

tion analysis (as in Fig. 3), (2) auditory processing used in con-

junction with the initial delay-and-sum beamforming only, and (3) 

conventional LPC analysis in conjunction with simple delay-and-

sum beamforming. It is seen in each case that as more micro-

phones are used, the word error rate decreases. The cross-correla-

tion processing provides lower error rates for the 2-and 4-

microphone cases, but all 3 methods give roughly the same perfor-

mance for the 8-microphone case. 
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Figure 7. Comparison of word error rates for 1, 2, 4, and 8-chan-

nel array processors using the electret microphones of the Plana-

gan array. The system was trained on speech using the PZM6FS 

microphone. Three types of processing are compared: auditory-

based pre-processing using delay-and-sum beamforming and the 

cross-correlation-based enhancement (boxes), auditory-based 

pre-processing using delay-and-sum beamforming alone (trian-

gles), and LPC processing using delay-and-sum beamforming 

alone. 

6.SUMMARY 

The new multi-channel cross-correlation-based processing algo-

rithm was found to preserve vowel spectra in the presence of addi-

tive noise and to provide greater recognition accuracy for the 

SPHINX-I speech recognition system compared to comparable 

processing of single-channel signals, and compared to comparable 

processing using delay-and-sum beamforming in the cases exam-

ined. We expect to observe further increases in recognition accu-

racy as further design refinements are introduced to the algorithm. 
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1 Introduction 

The firing of auditory nerve fibers is phase locked to the motion of the basilar 
membrane at frequencies up to 4-5 kHz (Galambos and Davis, 1943). But relatively 
little is known about the role of this fine-grain timing information in perception. 
Most perceptual models begin with a cochlea simulation that generates the fine 
structure and then promptly removes it in the course of constructing a 
spectrographic representation of the sound (e.g. Giguerre and Woodland, 1994). It is 
also the case that little progress has been made in understanding the role of phase in 
auditory perception. Indeed, it is still commonly assumed that Helmholtz was 
essentially correct, that phase is of little importance, and that sound quality, or 
timbre, is largely determined by the distribution of energy across the spectrum (e.g. 
Moore, 1989, p. 230). 
In this paper we argue that the lack of progress in understanding the role of 

phase locking in perception and the lack of an adequate model of sound quality are 
related; both arise from the continued implicit use of the Fourier transform as a 
model of auditory processing. It is argued that the auditory system converts the 
temporal information in the auditory nerve into some form of multi-channel post-
stimulus-time (PST) histogram, and that this form of the'phase information' 
provides insight into sound quality that the Fourier phase spectrum does not. The 
discussion focuses on two new timbre discriminations that are difficult to explain in 
spectral terms (Section 2). An Auditory Image Model (AIM) of hearing is introduced 
to convert the sounds into dynamic, multi-channel, PST histograms (Section 3) by 
means of a simple cochlea simulation and a form of strobed temporal integration. The 
histograms reveal that there is a time-interval basis for the timbre discriminations, 
and that the simulated auditory images provide a basis for understanding the sound 
qualities associated with these stimuli. 

2. Timbre Experiments with Tonal Sounds and 
Noisy Sounds. 

2.1 Damped and Ramped Sinusoids 

The first timbre contrast involves the sound quality associated with a sinusoid 
and the effect of asymmetric amplitude modulation on the strength of that quality. The 
'damped'sinusoid shown in Figure 1 a was produced by applying an exponential decay 
to a short segment of a sinusoid and then repeating the segment to produce a 
stationary sound. The frequency of the sinusoid is 800 Hz, the period of the segment 
is 25 ms, and the half life of the exponential damping function is 4 ms. The'ramped' 
sinusoid in Figure 1 b was produced simply by reversing the damped sinusoid in time. 
The damped sinusoid is heard as a unitary source, something like a drum roll on a 
hollow, resonant object. The ramped sinusoid is heard as a co-ordinated pair of 
sounds, one of which is like a roll on a non-resonant surface, and the other of which 
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is a continuous sinusoid. The drum role components of the perceptions derive from 
the streams of transients in these sounds. It is not clear, however, why the ramped 
sound should carry the distinctive character of the sinusoid and the damped sound not. 
Patterson (1993) demonstrated the discriminability of damped and ramped sinusoids 
by presenting listeners with pairs that had the same half life and asking them to 
choose the member of the pair with the stronger sinusoidal sound quality. The 
listeners are able to perform the discrimination without difficulty for half lives 
ranging from 2-16 ms, for carrier frequencies ranging from 400 to 4800 Hz, and 
for envelope periods ranging from 1 0 to 1 00 ms. 

20 Time「msl 60 20 Time「msl 60 

(a) (b) 
Figure 1. Waveforms of (a) damped and (b) ramped sinusoids with 4-ms half 
lives and 800-Hz carriers. 

Auditory models designed to simulate cochlear processing can be used to 
simulate internal, or auditory, spectra of complex sounds by measuring the level of 
activity in each channel at a given point in time and plotting the values as a function 
of channel frequency. Provided the measure is not the energy of the filtered wave, 
the auditory spectra of damped and ramped sinusoids will differ, and if the system is 
compressive, the peak in the auditory spectrum of the damped sinusoid will be 
narrower than the peak in the spectrum of the ramped sinusoid. The difference arises 
because of the way the damped and ramped sinusoids drive off-frequency filters. The 
damped sinusoid hits the filter with a large pulse of energy which initially causes a 
strong response. At the same time, however, it causes the filter to try to ring at its 
centre frequency. Over the course of a few cycles, the ringing energy builds up and, 
at the same time, the level of the input sinusoid decreases. Since the two terms are 
associated with different frequencies (the carrier. frequency and the filter centre 
frequency), they eventually drift out of phase and this causes partial cancellation of 
the output. The ramped sinusoid puts much less energy into the filter initially and 
when this ringing energy returns to oppose the forcing function, the level of the 
input sinusoid has increased. The ringing term is small relative to the input 
throughout the rising portion of the ramped sinusoid. Thus, in a wide range of off-
frequency channels, the ramped sinusoid generates more activity at the output when 
measured in terms of, for example, the average peak-to-trough level, and this 
difference is preserved in the output of the cochlea simulation. Thus, a model of sound 
quality based on auditory spectra of this type predicts that damped and ramped 
sinusoids are discriminable, and that the damped member of the pair will sound 
more like a sinusoid because its spectral peak is narrower and more like that of an 
unmodulated sinusoid. Nevertheless, the listeners consistently chose the ramped 
sinusoid as the one with the stronger sinusoidal quality. 

2.2 Wideband noise versus Iterated Rippled Noise 

The second timbre contrast involves the sound of noise. It is the contrast 
between the sound of a bandpass random noise and that of a bandpass Iterated Rippled 
Noise (IRN). Rippled noise is constructed from a random noise by delaying a copy of 
the random noise and adding it back to the original. The delay-and-add process 
introduces ripples into the spectrum of the IRN, with peaks at multiples of the 
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reciprocal of the delay and valleys midway between them. The rippled noise sounds 
like a pair of concurrent sources, a weak low-pitched complex tone in a prominent 
broadband noise. When the delay-and-add process is repeated, or iterated, the tonal 
component of the perception grows stronger and the noise component grows weaker, 
and by about 1 0 iterations the noise component of the perception is barely noticeable. 
When the delay is long (say 16 ms), the spectral peaks are closely packed (every 64 
Hz) and, in the region above about ten times the peak spacing, the auditory spectrum 
of the IRN is quite similar to that of the random noise. Thus, a spectral model of 
hearing would suggest that if random and iterated noises are highpass filtered and 
equated for energy, they will not be discriminable. Nevertheless, they are perfectly 
discriminable; one has the shshsh of noise and the other sounds like a buzzy musical 
note. Their phase spectra are complex, random functions that do not provide any 
obvious explanation for the sound qualities we hear. 
The・timbre contrast between random and iterated noises led us to suspect that 

IRN would be more detectable in random noise than in IRN, and that random noise 
would be more detectable .in iterated noise than in random noise. To test this 
hypothesis, a standard, two-interval forced-choice experiment was performed to 
determine the signal level required to detect both a random noise and a IRN with 256 
iterations in each of five maskers, a random noise and IRNs with 1, 4, 16 and 256 
iterations. The IRN was produced using the method described by Yost et. al. (1993). 
This has the effect of making it considerably more difficult to detect the random noise 
in random noise and the IRN in IRN, because the only cue available to the listeners is 
the loudness of the sounds. In conditions where there is a timbre contrast, the 
listeners can ignore the roving level and use the relative level of the tonal and noisy 
components of the perception. All of the signals and maskers were bandpass filtered 
between 800 and 4500 Hz and so their long-term auditory spectra all had the same 
shape. In a spectral model of masking, then, the two signals should be about equally 
detectable in all of the maskers. 
Three normal hearing listeners took part in the experiment and the pattern of 

results was similar for all three. The average data showed that the random noise was 
about 4 dB more difficult to detect than the IRN with 256 iterations when the masker 
was a random noise or an IRN with one iteration. As the number of iterations in the 
masker increased, however, the IRN signal became about 6 dB harder to detect while 
the random noise became about 14 dB easier to detect! Thus, the timbre contrasts lead 
to a 20-dB interaction in masking threshold where few, if any, differences should 
exist at all. 
In summary, the data show that timbre discriminations occur where power 

spectrum models predict no discrimination. Moreover, the phase spectra of the 
stimuli do not provide any obvious explanations for the sound quality differences that 
we hear in these sounds. 

3. The Auditory Image Model and Sound Quality 

A computational model of peripheral auditory processing has been developed to 
explain the auditory images we hear when presented with sounds --the Auditory 
Image Model of Patterson et. al., (1992a). The image is constructed in three stages, 
each of which involves filtering, or sorting, the components of the sound in some 
way, and arranging the products of the process along a space-like dimension. The 
first two stages simulate the frequency analysis and the laterality analysis performed 
by the peripheral auditory system in the usual way. Together they produce a 
frequency-laterality plane like that shown in the centre of Figure 2; in this 
particular case, it illustrates the separation of a source 40 degrees to the right with 
energy in the mid-frequencies, from a source 20 degrees to the le仕 withenergy at 
~igher and lower frequencies. The frequency-laterality analysis is o仕enpresented as 
1f it represented peripheral processing in its entirety. At this point, however, it 
would be difficult to tell whether the sound was a low-pitched bassoon note or a 
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bandpass filtered noise with a similar spectral shape, because information about 
regularity in the fine-structure of the sound is not available in the frequency-
laterality plane. The complex sound qualities we hear in tonal sounds indicates that 
there is a third stage of analysis involving the temporal fine-structure of the neural 
activity flowing from the cochlea. It is as if the system maintained a two-dimensional 
array of dynamic PST histograms behind the frequency-laterality plane, one 
histogram for each frequency-laterality combination. The set of histograms activated 
by a wideband point source would form a vertical plane at a given angle, like the 
planes shown in Figure 2. When the sound is periodic, the plane contains a set of 
regular and related histograms; when the sound is irregular, the plane contains 
irregular and unrelated histograms. In the Auditory Image Model (AIM), the space 
described in Figure 2 is the basic space of auditory perception. The images that form 
in this space are the first internal representation of the sound that we are aware of, 
and subsequent processing is based on these auditory images. 

Figure 2. The space of auditory perception in the auditory image model. 

The mechanism that constructs the histogram from phase-locked neural 
activity is a new form of temporal integration that is intended to stabilise repeating 
time-interval patterns from quasi-periodic sounds without smearing their fine-
structure. Briefly, a bank of delay lines is used to form a buffer store for the neural 
activity flowing from the cochlea; the activity level decays as it flows down the buffer 
at the rate of 2.0 %/ms. Each channel has a strobe unit which monitors the 
instantaneous activity level and when it encounters a large peak it transfers the 
entire record in that channel of the buffer to the corresponding channel of a static 
image buffer, where the record is added, point for point, with whatever is already in 
that channel of the image buffer. Information in the image buffer decays 
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exponentially with a half-life of about 30 ms. In the case of periodic and quasi-
periodic sounds, the strobe unit tends to synchronise to the period of the sound and so 
generates a regular stream of pulses that initiate temporal integration in synchrony 
with the repeating neural pattern. This process stabilises repeating patterns in the 
simulated neural activity in much the same way as a PST histogram reveals a 
recurring neural pattern. The one innovation in AIM is that the pulses that reset time 
in the construction of the PST histogram are derived from the activity pattern itself, 
without prior knowledge of the sound. When the sound is periodic, or quasi-periodic, 
this process performs temporal integration over cycles without smearing the fine-
structure within the period of the pattern. The traditional leaky integration process 
removes the majority of the non-energy information from the output of the cochlea 
simulation. It is argued that the stabilised patterns provide a better basis for 
analysing sound quality and identifying sources than do spectra, spectrograms or 
cochleograms (Patterson, et. al., 1992b). 

3.1 Auditory Images of Damped and Ramped Sinusoids 

The auditory images of the damped and ramped sinusoids with 4-ms half lives and 
800-Hz carriers are presented in Figures 3a and 3b, respectively. The figures show 
the frequency region from 1.5 octaves below, to 1.5 octaves above, 800 Hz (9.3-
19.2 ERBs). In the upper section of each sub-figure, the activity in each channel is 
essentially an impulse response produced by the abrupt change in amplitude of the 
stimulus once per cycle of the sound. The response to the carrier frequency is shown 
in the central section of each panel. The ramped sinusoid (Figure 3b) activates a 
broader frequency region than the damped sinusoid (Figure 3a). The phase alignment 
induced by strobed temporal integration reveals that the carrier activity of the 
ramped sinusoid is mainly composed of time intervals at the period of the carrier, 
even when the activity is in channels well above or below the carrier channel. This 
sound has the quality of a sinusoid. The response to the damped sinusoid reveals time 
intervals characteristic of the carrier only in the channel at the centre of the 
carrier response. As the channel frequency decreases below that of the carrier, the 
time intervals in the response lengthen, and as the channel frequency increases above 
that of the carrier, the time intervals shorten. This behaviour is characteristic of a 
set of resonators struck by an acoustic pulse; each rings at its own centre frequency. 
This sound has a hollow quality rather than a sinusoidal quality. 
Damped and ramped sounds produce relatively simple auditory images 

composed either of time intervals at the carrier period or at the period of the centre 
frequency of the channel. For these simple images, it is possible to segregate and 
measure the carrier period activity, and so test the hypothesis that the sound of a 
sinusoid is associated with a concentration of time intervals at the carrier period 
rather than with a concentration of energy in the carrier channel. Auditory images 
were produced for a range of damped and ramped sounds and time-interval 
histograms were calculated for each channel of each image. (The calculations were 
limited to time-intervals between adjacent pulses for simplicity.) The multi-
channel time-interval histograms confirmed that the ramped sinusoid produces a 
substantial number of 1.25-ms intervals in off-frequency channels whereas the 
damped sinusoid does not. The number of 1.25-ms intervals was calculated for each 
auditory image and pairs of values for damped and ramped sinusoids with the same 
half life were compared. 
Broadly speaking, for all carrier frequencies, the number of carrier periods 

was substantially higher for the ramped sinusoid in the range of half lives where 
discrimination performance was good, that is, between 2 and 1 6 ms. For the higher 
carrier frequencies (3200 and 4800 Hz), the model also p「oducedmore carrier 
periods for the ramped sinusoid at half lives less than 2 ms, where the listeners 
could not hear a difference. This presumably reflects a loss of phase locking at short 
time-intervals in the auditory system; a loss which is not simulated in the current 
version of AIM. Despite its obvious limitations, the quantitative analysis of carrier 
period activity suggests that it is the presence of time intervals at the carrier period 
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rather than energy in the carrier channels per se that gives a sound the quality 
associated with a sinusoid. 
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Figure 3. Auditory images of (a) damped and (b) ramped sinusoids with 4-ms half 
lives. The time interval between the parallel vertical ridges in ramped image is 
1.25 ms --the period of the carrier. 

3.2 Auditory Images of Wideband noise and Iterated Rippled Noise 

The second timbre contrast was between the sound of a bandpass random noise 
and the sound of a bandpass IRN. Auditory images of a white noise and a ripple noise 
with 256 iterations and a 16-ms delay are presented in Figure 4a and 4b. The 
frequency region is once again 9.3-19.2 ERBs. Both images show regularity at the 
shortest time intervals, since even white noise is correlated with itself in the short 
term. Beyond a few cycles, however, there are no stable features in the white noise 
image (Figure 4a). In the IRN, there are vertical ridges at 16 and 32 ms (Figure 
4b) indicating temporal regularity both within and across channels at these time 
intervals. The auditory images provide a basis for understanding the 
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(a) (b) 
Figure 4. Simulated auditory images of (a) random noise and (b) /RN with 256 
iterations. 

timbre of these sounds. The shshsh of noise arises when the image contains regions 
where there is no structure and the「ateof change in the detail is relatively high. In 
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contrast, a tonal sensation arises when the image contains regions where the time-
interval pattern is orderly and the rate of change in the detail is relatively low. If the 
auditory system performs an analysis of time-interval patterns like that implied by 
these simulated auditory images, and if it is able to analyse the images and separate 
the orderly regions (i.e. figures) from the unordered regions(i.e. background noise), 
then the ratio of the level of activity in the figure to the level of activity in the 
background would provide a basis for the timbre discrimination data from the IRN 
experiment. When the signal and masker have the same number of iterations adding 
the signal to the noise does not alter the form of the auditory image; there is nothing 
but a level difference to distinguish the interval with the signal, and the roving level 
paradigm makes this difficult. But when the signal has no iterations and the masker 
has many, the signal can be detected by the irregularity that it introduces into the 
auditory image associated with the signal interval (Figure 4b). The roving level 
paradigm does not interfere with detection in this case because the listener is using 
the figure/ground ratio as the cue to the presence of the signal. We do not yet have an 
algorithm for identifying and segregating regular and irregular regions of auditory 
images, and so we do not have a quantitative measure of the figure/ ground ratio to 
compare with the data from the experiment. Nevertheless, this qualitative 
explanation of the timbre discrimination would appear to be better than what could be 
expected from a spectrographic model of sound quality for these stimuli. 

4 Summary 

The auditory image model has been used to convert the phase-locked time-
interval patterns of some tonal and noisy sounds into dynamic PST histograms, and to 
relate the patterns in the histograms to timbre discriminations. The first 
discrimination involved the strength of the sinusoidal quality produced by 
asymmetrically modulated sinusoids, which was found to vary with the direction of 
the asymmetry. The model explains that the onsets of sinusoids drive off-frequency 
auditory filters in a temporally synchronous mode whereas the offsets of sinusoids do 
not. The auditory images of damped and ramped sinusoids suggest that it is these 
time-intervals at the carrier period that give rise to :the sound of a sinusoid rather 
than energy in the carrier channel per se. The second discrimination involved the 
difference between the shshsh of random noise and the tonal buzz of iterated rippled 
noise. It led to a masking experiment where the timbre contrast was found to support 
a 20-dB interaction in masking levels that would not have been anticipated from the 
spectra of the sounds. The discrimination was explained in terms of the variability of 
the time intervals in the multi-channel histograms of the sounds. Together the model 
and experiments suggest that the timbre of sounds is closely related to the time-
interval patterns produced by sounds in the auditory nerve, and that even simple 
models of the production and processing of these time-interval patterns are 
sufficient to support productive research into the perception of sound quality. 
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A TEMPORAL ACCOUNT OF COMPLEX PITCH 

William A Yost, Stanley Sheft, Bill Shofner 
Parmly Hearing Institute, Loyola University of Chicago, Chicago IL 

and Roy Patterson 
Applied Psychology Unit, MRC, Cambridge England 

In recent years several hearing scientists have described the crucial role that sound source 
determination or sound source segregation plays in hearing (see for example Bregman, 1990; 

Hartmann, 1988; or Yost, 1992). An important variable in allowing the auditory system to determine 

the source of sound is the auditory system's sensitivity to the harmonic structure of many sounds in 
our everyday world. The "case of the missing fundamental pitch" spawn the realization that many 
complex stimuli produce a pitch that is not a simple transform of the spectral or temporal 
characteristics of the waveform. These stimuli characterize many sounds that occur in our everyday 

lives, including speech. The pitches produced by these complex sounds have been labeled complex 
or virtual pitch. For many, if not most, of these stimuli the complex pitch of the sound occurs along 
with other perceptual attributes. That is, besides the complex pitch the sound may also have a "tinny" 
or "noisy" timbre. Sometimes it is as if there are two potential sound sources: that producing the 
complex pitch and a second source that is responsible for the other timbrel percept. Since a major role 

of hearing is the segregation of the various sources that make up a complex sound scene, these 

complex sounds offer a potential advantage for studying sound source segregation. 
In our presentationつwedescribe a class of complex pitch stimuli which we call iterated ripple 

noise (IRN). IRN produces a complex pitch sometimes called "repetition pitch" (see Bilsen and 

Ritsma, 1970; or Yost and Hill, 1978), but in addition the IRN stimuli have a noisy timbre that 

appears along with the repetition pitch much as if there were two sound sources that generated the 
IRN stimulus. IRN typifies most complex pitch stimuli. We present human psychophysical evidence 
that IRN is processed temporally and not spectrally. In addition we present some physiological data 
from chinchillas showing the neural temporal sensitivity of units in the cochlear nucleus to IRN. We 
show that the chinchilla is also psychophysically processing ripple noise similarly to the way humans 

do. And, finally we show that autocorrelation of the stimulus, which can be form by an auditory 
correlogram or by the auditory image model (AIM) of Patterson and Holdsworth (Patterson et al, 
1992), can account for essentially all of the data. 
Living in a reverberant world, we constantly experience the sound from its source plus its 

many echoes. The perception of a sound and an echo is a "spectral coloration" or a "repetition pitch" 

added to the sound of the input. When a noise is introduced to an add and delay network, two stimuli 
are generated which have been used to study spectral coloration: cosine noise (see Yost et al, 1978) 
and comb noise (see Raatgever and Bilsen, 1983). In these two networks the original noise is delayed 

and added back to itself (after undergoing some attenuation), much as would occur for a sound and 

its echo. The Fourier transform [H(w)] of the feedback network used to generate comb noise is: 

H(w) = 1 + g exp(-jwT) + g2exp(-j2wT) + .... + t-1 exp(-j(n-l)wT); 1) 

where g (0 :::; g:::;1) is attenuation, w=2fo, T is the delay, n = number of iterations 

and for cosine noise the network Fourier transform is: 
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H(w) = 1 + g exp(-jwT). 2) 

As can be seen from equations 1) and 2), comb noise is infinitely iterating the add and delay network 
used to generate cosine noise. Here the output of each delay and attenuate circuit is added back to 
the original input (this network will be referred to as the add-original network). 
In a different network used to generate IRN, the output of each delay and attenuate is added 

back to the previous added waveform, and not to the original input (this network will be referred to 
as the add-same network). The Fourier transform of the add-same network is: 

H(w) = [1 + g exp(-jwT)]閃

Figure 1 shows these networks. 

a) Cos Noise 
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[I RNO(d,g, infinite)] 
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Iterated (3 Iterations) Noise--ADD ORIGINAL 
c) [IRNO(d,g,3)] 

3) 

Output 

(Y(t)) 

Noise 
(X(t)) 
二 冒三

□」----,»~ + ;;,・ 尋．．．．．．．．．．骸

d) Iterated (3 Iterations) Noise--ADD SAME 
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Figure 1. The add, del⑪ (d), and attenuate (g) nenvorks used to generate: a) Cosine Noise 
(JRN(d,g, 1)), b) Comb Noise (JRNO(d,g, ヴ）， c)Iterated Noise in the ADD ORIGINAL neMork 
(JRNO(d,g,3)) with three iterations, and d) Iterated Noise in the ADD SAME network (JRNS(d,g,3)) 
with three iterations. 
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There is spectral ripple of power as a function of frequency, such that the major peaks in the 
spectra are at integer multiplies of 1/T. In the add-original network the spectral peaks sharpen and 

the number of smaller spectral peaks in the valleys between the major peaks increases and their 
amplitudes decreases as the number of iterations increase. In the add-same network there are no 
smaller spectral peaks in the valleys between the major peaks and the major spectral peaks also 
sharpen as the number of iterations increases. The peaks in the spectra decrease and the amplitudes 
in the valleys increase as g is lowered toward zero (i.e., when g=O the spectra are flat like that of the 
original noise input). 

As the number ofiterations increases in each network, the strength of the repetition pitch of 
IRN varies along a continuum from a noisy sound with a subtle pitch to a sound with a pitch like that 
of a pulse train but without a noisy timbre. It is as if each network produces two sound sources, a 
noise and a complex tone. The noise source becomes less salient and the tonal complex more salient 

as the number of iterations increases. 

Cosine noise has been used to study many aspects of complex pitch (see Yost et al, 1978), 
to derive critical band functions (Houtgast, 1973), to study after images (Wilson, 1969), and to 
investigate the perceptions of a sound and its echo (Bassett and Eastmond, 1964). By varying the 
delay, T, used to generate cosine noise, its virtual pitch equals 1/T. By varying the value of g, the 

strength of the pitch of cosine noise varies from a hollow pitch in a noisy background when g= 1 to 

a noise without a pitch when g is near zero. Studies of cosine noise have provided a means of 
studying both complex pitch and complex pitch strength, and these studies (see Yost et al, 1978) have 
documented that cosine noise is one of the classes of stimuli that generate complex or virtual pitch. 
Since cosine noise has no periodicities in its time waveform and it has a continuous spectrum, it has 

proven a difficult stimulus for many models of complex pitch (see Yost, 1979). 
Far fewer studies of hearing have used comb noise (Bilsen and Weiman, 1980; Fastl, 1988; 

and Raatgever and Bilsen, 1983), but it also produces a virtual pitch equal to 1/T and its pitch 
strength diminishes as g approaches zero (see Raatgever and Bilsen, 1992). However, the pitch 
strength of comb noise is considerably stronger than that of cosine noise when g is near 1.0. The 
perception of comb noise is much like that of a pulse train with a repetition period of T. Only a few 

studies have investigated iterated ripple noise (Yost et al, 1993), and it too has a pitch equal to 1/T 

independent of the number of iterations (Yost et al , 1993), and as explained above its pitch strength 
increases as the number of iterations increases and as g approaches 1.0. 
We will report on a series of experiments investigating the discrimination between various 

IRN s as a function of number of iterations, attenuation, and type of network. In general, this is a 
study of the pitch strength or saliency of IRN. The research will show that the pitch strength ofIRN 

is most likely dependent on the temporal properties of the waveform. When listeners were asked to 

discriminate between certain pairs of IRN, some stimuli were almost impossible to discriminate from 
each other despite large spectral differences, while for other comparisons discrimination was easy 

despite small spectral differences. No simple spectral processing rule can account for the results. A 

simple temporal transform, based on autocorrelation, will be shown to be consistent with the results 
of all experiments. These results strongly suggest that the underlying processing of these complex 
pitch stimuli is temporal and not spectral, and that sometimes the auditory system cannot process 
spectral differences even when they are substantial. 

For both types of network, peaks in the autocorrelation functions appear at lags of mT 

(m=l,2,3 ... ,n; n is the number of iterations), and the magnitude of the peaks decreases for increasing 
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m. The heights of the first peak (lag=T) in the normalized autocorrelation functions are the same in 

the two networks for the same number of iterations, but the height of the peaks at integer multiplies 

ofT are smaller in the add-same than in the add-original networks. The heights of the autocorrelation 

peaks in both networks increase with increasing n and decrease as g approaches zero. 

The general finding from all of the human psychophysical work is that discrimination 

performance and the perceived magnitude of pitch strength can be almost perfectly predicted from 

the heights of the first peak in the autocorrelation functions. The height of the first peak in the 

normalized autocorrelation function indicates the relative proportion of intervals oflength T in the 

fine structure of the waveform with all other intervals being randomly distributed. These intervals of 

constant duration T are abundant in IRN, but they do not occur periodically. The number of intervals 

increases as the number or iterations increases, but decreases for any one IRN when g is decreased 
toward zero. 

When two waveforms have the same number of autocorrelation peaks and the heights of the 

first peak in the autocorrelation functions are equal (the case of comparing an IRN waveform in the 

add-same with one in the add-original network each produced with the same n, T, and g), the two 

sounds are indiscriminable from each other although there are large spectral differences and the 

heights of the peaks in the autocorrelation function after the first peak are different. The spectra 

associated with these comparisons and the discrimination results are shown in Fig. 2 
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Figure 2. The panels at the top show pairs of amplitude spectra for stimuli to be discriminated in 

three experimental conditions. These are the amplitude spectra of the ne馴arktransfer fimctions. 

加 soHdcztn1es are the spectral transfomisfor IRNS(2,l,2), the dashed curves are for JRN0(2, 1,2), 

and the curves with the squares for IRN(2, I, I). The bottom panel shows the mean P(C) value (over 

7 listeners) for discriminating JRNS from IRNO which is difficult, and for discriminating 

IRNS(d, 1,n) from (IRNS(d, 1,n-1) and IRNO(d, 1,n)介omIRNO(d, l,n-1) both of which are easy. 
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In other cases the heights of the first peaks of two IRNs can be varied by using different 

values of g and n, although the number of peaks in the autocorrelation functions may vary from 

stimulus to stimulus (i.e., comparing two IRNs generated in the add-original network each produced 

with a different n and g). Both discrimination data and pitch strength scaling data are extremely well 

described by using the height of the first peak in the autocorrelation function as the predictor of 

performance. The differences and similarities in the autocorrelation functions appear much more 

consistent with all of the experimental outcomes than any simple spectral comparisons. However, 

since autocorrelation is the Fourier transform of the power spectrum, there are spectral comparisons 

that are consistent with the changes in the height of the first peak in the autocorrelation function. 

However, both the results and some controls introduced into the experiments appear to rule out a 

simple spectral explanation of the data. 

In our work with chinchillas, we show that they can discriminate differences between various 

pairs of IRNs with essentially the same shaped psychometric functions as those produced by humans, 

but the chinchillas are far less sensitive to changes in the IRNs than are humans. That is, the 

chinchilla's psychophysical data can be accounted for on the basis of the first peak in the 

autocorrelation function, but much larger changes are necessary to account for their data than are 

needed to account for the human data. Figure 3 shows the results of an experiment in which the 

chinchillas discriminated between a flat noise and a cosine noise and between a flat noise and a comb 

:filtered noise with the gain in the network set to 0.5. To humans these two iterated rippled noises (the 

cosine and the comb noise) are difficult to tell apart since the first peak in the autocorrelation 

functions are nearly equal. It is difficult to ask animals to work in a discri血nationtask where the 

stimuli are difficult to discriminate. In the comparison in Fig. 3, the two iterated noises are each 

equally discriminable from a flat noise, and thus it is reasonable to assume that the two iterated ripple 

noises would be difficult for the chinchillas to discriminate. 

WBN vs. Rippled Noise 
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Figz1re 3. The d'values for four chinchillas in making a discrimination benjleen a flat noise and 

cosine ripple noise with g = 0, a,1d berrveen a flat noise and comb-filtered ripple noise with g=-6dB. 

The diagonal line represents equal discrimination for each condition. As can be seen the two 

discriminations produce about the same discrimination performance for each delay used (2 and 4 

ms). Cosine noise and comb-filtered noise with g=-6 dB would be difficult for humans to 

discriminate. 
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The renewal density function for many neural units in the cochlear nucleus of the chinchilla 
parallel closely the autocorrelation functions and as such demonstrate that these neural units preserve 
the temporal information necessary to account for the human and the chinchilla's psychophysical 
performance. The data in Fig.4 show the neural responses plotted as neural renewal density functions. 
A renewal density function is basically an autocorrelation function, where autocorrelation magnitude 
can be expressed in terms of spikes/sec. The three lines on the graph represent the mean spike rate 
plus and minus one standard deviation. Thus, any peak in the renewal density function above the 
upper line is seen as being statistically different from the average firing of the neuron. These peaks 
occur at integer multiplies of the delay used to generate this comb filtered noise. 
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Figure 4. The renewal density fimction for a primary like neuron in the cochlear nucleus of the 

chinchilla. The upper left shows the data for wideb叩 dnoise, the upper right for com研 Iterednoise 
with g=-1 dB, the lower right comb-filtered noise with g=-6dB, and the lower right cosine noise with 

g=OdB. Any peaks above the upper horizontal line (representing mean firing rate plus one standard 

deviation) represents a firing rate at that interval that is si即ificantlyabove the mean firing rate. 

加 peaksare si即 ificantat intervals of 4 ms and its integer multiplies, which is the delay used to 
generate the ripple noises. The lower two functions look similar with only one peak at 4 ms being 

sig,1ijicant. Humans and chinchillas (see Fig. 3) have difficulty discriminating between these Mo 
ripple noises. 
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The use of autocorrelation has been suggested previously for explaining the pitch and pitch 

strength of complex pitch (Wightman, 1973; Patterson and Wightman, 1976; and Yost, 1979), 

especially the repetition pitch of cosine noise (Yost, 1979). In general these models assume that the 
location of peaks in the autocorrelation function at different lags determines the virtual pitch of the 
stimulus and the height of the autocorrelation peaks determines the relative pitch strengths. The 
results of the present experiments are entirely consistent with the assumptions of these models. The 

current results further show that discriminability among complex pitch stimuli based on pitch strength 
can be accounted for by the autocorrelation functions. The data also suggest that it is unlikely that 
a simple spectral explanation can account for the discrimination results. Thus, this research strongly 
supports a temporal interpretation of the processing of complex~itch. 
Designing a neural delay-line circuit to perform autocorrelat10n has been suggested often since 

the early work ofJeffress (1948) and Licklider (1956). However, the computations required of such 
a circuit have to be fairly extensive to maintain the temporal accuracy necessary to account for the 
data of this and related complex pitch studies. The same is true of the simulations based on weighted 
autocorrelation (auditory correlogram) used in models such as those proposed by Meddis and 
colleagues (1991) and by Lyon and Slaney (1991). These models have had success in accounting for 
the pitch of cosine noise. The stabilized auditory image (SAI) stage of the Patterson and Holdsworth 

model (Patterson et al, 1992) suggests a simple and efficient trigger method for extracting temporal 
coincidences such as those occurring in IRN. As such the SAI stage performs a form of 
autocorrelation which is consistent with the data of our study. 

In studies of neural units in the goldfish (Fay et al, 1983), cat (Boerger, 1974), and chinchilla 
(Shofner, 1991) in response to cosine noise, it has been shown that many neurons in the auditory 

nerve and cochlear nucleus have neural responses whose interval histograms, autocorrelation 
functions, and renewal density functions display temporal information like those described above. 
That is, the neurons discharge at intervals of T or integer multiplies of T. To obtain such temporal 
properties, the spike-train data from many replications of each stimulus were averaged. That is, the 

data are averaged over time. The computations based on the SAI model or correlograms also suggest 
that averaging over different frequency channels can reveal the temporal structure of IRN. 
The overall conclusion of this paper is that the pitch strength ofIRN can be explained by using 

the autocorrelation function of the stimulus. The results further demonstrate that for some of these 

IRN s the auditory system is unable to discriminate one noise from another despite relatively large 

spectral differences, while for other comparisons discrimination is easy despite small spectral 

differences. These results support a temporal explanation for processing complex pitch stimuli. 
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EXTRACTING THE FUNDAMENTAL FREQUENCIES OF TWO 
CONCURRENT SOUNDS 

Robert P. Carlyon, MRC Applied Psychology Unit, 15 Chaucer Rd., 
Cambridge CB2 2EF, England 

One of the most demanding situations that the auditory system is confronted with 
occurs when two or more concurrent sounds, such as the voices of two speakers, ate 
presented simultaneously. In order to identify what either voice is saying, listeners 
must determine which components of the combined spectrum correspond to which 
voice. When performing this task, listeners exploit the fact that components of any 
periodic source have frequencies which are hannonics of a common fundamental 
frequency ("FO": Brokx and Nooteboom, 1982; Scheffers, 1983). The importance of 
FO differences ("LlFOs") for the segregation of concurrent sounds has been further 
established by a number of studies by speech scientists (Scheffers, 1983; Assrnann and 
Summerfield, 1990) , psychoacousticians (Carlyon et al., 1992; Carlyon and 
Shackleton, 1994), auditory modellers (Assmann and Summerfield, 1990; Cooke, 
1992; Meddis and Hewitt, 1992), and signal-processing engineers (Parsons, 1976; 
Stubbs and Summerfield, 1988; Slaney and Lyon, 1990). 

The experiments described below used greatly simplified speech-like stimuli to 
investigate two ways in which the auditory system might use瓜 Oswhen segregating 
concurrent sounds. The frrst set of experiments investigate our ability to compare the 
FOs of two groups of components (such as formants) which are well-separated in 
frequency. These experiments, which have important implications for models ofFO 
encoding, will be summarised only briefly, as they have been described elsewhere 
(Carlyon and Shackleton, 1994). The second set, which will be described in more 
detail, measure the extraction of the FOs of two groups of hannonics which are mixed 
in a single frequency region. 

I. DETECTING△ FOs BETWEEN RESOLVED AND UNRESOLVED 
HARMONICS IN DIFFERENT FREQUENCY REGIONS 

Consider two formants which are well-separated in frequency, where the hannonics of 
one formant are resolved by the peripheral auditory system, but where those of the 
other are unresolved. How can the listener tell whether these are forn祖ntsof the same 
voice, with a common FO, or whether they have different FOs, and therefore come 
from different voices? According to traditional theory, the FOs ofresolved and 
unresolved hannonics are processed via separate mechanisms, and so a comparison of 
the two FOs should not be straightforward. In contrast, more recent theories (Meddis 
and Hewitt, 1991; Patterson et al., 1991) p~opose a common mechanism for encoding 
the FOs of resolved and unresolved hannorncs, thereby predicting no special difficulty 
in this particular task. Carlyon and Shackleton (1994) investigated whether the FOs of 
resolved and unresolved hannonics are encoded by the same or by different 
mechanisms. They used a stimulus consisting of two formant-like groups of 
components, well-separated in frequency, and presented in a noise background in order 
to mask within-channel interactions. They found that listeners were much worse at 
detectingぽ Osbetween a group ofresolved hannonics and a group of unresolved 
hannonics, compared to the case where the two groups were either both resolved or 
both unresolved. They concluded that different mechanisms encode the FOs of resolved 
and of unresolved hannonics, a conclusion consistent both with the traditional view and 
with a modern computational approach adopted by Cooke (1992). 

II. EXTRACTING TWO FOS FROM THE SAME FREQUENCY 
REGION 

In Carlyon and Shackleton's experiments, listeners were required to compare the 
FOs of two sets of harmonics which occupied discrete frequency regions. Such across-
frequency comparisons are useful when there are regions of the combined spectrum 
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which contain energy from only one source, and where the listener needs to assign 
those regions to the appropriate sound -for example, where the formants of two 
vowels from different s匹akersare interleaved across the frequency spectrum. 
However, in many situanons, formants are not simply interleaved: instead, there are 
frequency regions which contain energy from both sources. It would therefore seem 
useful for the listener to be able to extract more than one FO from the same frequency 
region. 
Initially, we performed an informal pilot experiment to determine whether listeners 
can indeed perform this task. They were presented with a 500-ms harmonic complex, 
consisting of a large number of consecutive hannonics of 210 Hz which had been 
bandpass filtered. After the first 150 ms of this sound, a second harmonic complex. 
with the same level as the first and passed through art identical filter, was added; its FO 
was either 175 or 252 Hz and its duration was 200 ms. The perceptual results of this 
simple manipulation were striking: when the ftlter cutoffs were set to 3900-5400 Hz, 
so that the components were unresolved by the匹ripheralauditory system, the target 
sounded distinctly aperiodic: a common descripnon was that it "crackled". In contrast, 
when the filter cutoffs were set to 20 and 1420 Hz, so that the components of each 
sound were resolvable, listeners heard the seco叫"target"sound as having a clear 
pitch. These initial impressions provided tentauve evidence that, when two sets of 
unresolved harmonics are mixed within a single frequency region, listeners are in fact 
unable to extract the FOs of the two sounds. The main aim of the experiments described 
here was to test this preliminary conclusion. 

Experiment 1 also investigated a potential strategy which listeners might use to 
extract the FO of a target complex embedded in a second hannonic complex. It was 
motivated by the observations that the performance of母 0-basedspeech-separation 
algorithms is greatly improved by advance knowledge of the FO of at least one of the 
sources (Parsons, 1976; Stubbs and Summerfield, 1988), and that similar advantages 
can be gained by models of human performance (Assmann and Summerfield, 1990). 
We wondered whether listeners could obtain this inf om祖tionby exploiting the onset 
asynchronies which often occur between competing sources: specifically, when a 
"masking" complex is turned on before a target complex, can listeners estimate the 
masker's FO from that portion that occurs before the target, and use this information to 
extract the target's FO? We therefore compared the accuracy with which listeners could 
extract the FO of a target complex, in conditions where it was mixed with a 
synchronous and with an asynchronous masker. 

A. Experiment 1 

1. Method 
In all conditions, listeners had to identify which of two sequentially presented 200-
ms harmonic complex tones (the "targets"), each of which had been bandpass-filtered, 
had the higher FO. The bandpass filters were set to either 20-1420 Hz (the "low 
frequency region") or to 3900-5400 Hz (the "high frequency region") The FOs of the 
two targets differed qy an amount MO, and were geometrically centered on 210 Hz. 
The targets were presented either in isolation (except for血:presence of a continuous 
low-level pink noise), or were mixed with a masker cons1stmg of the frrst 39 hannonics 
of 210 Hz, filtered identically with the targets, and presented at a level of 45 
dB/component in the filter passband. When the masker was present, it could be either 
gated synchronously with the targets, or was turned on 150 ms before and off 150 ms 
after each target. Sensitivity (d') was measured for each combination of two frequency 
regions and three masker conditions, for seven年 Osranging from 0.5% to 34.5% of 
210 Hz. 

For the low-frequency, resolved group of hannonics, it was necessary to ensure 
that listeners were in fact extracting the FO of the target in each interval, rather than 
basing their discrimination on the frequency of one of its hannonics (Faullcner, 1985; 
but see Moore and Glas berg, 1990) Therefore, in this region, the target consisted of a 

68 



different subset of hannonics in the two inteIVals of each trial: in one inteIVal harmonics 
1,4,5,7,10,11,12 ... were present, whereas the other inteIVal contained harmonics 
2,3,6,8,9,12 ... The target was presented at a level of 45 dB/component. In the high-
frequency region, no hannonics were missing from the target, but its SPL was adjusted 
separately for each listener on the basis of a preliminary masking experiment, so that its 
sensation level in the presence of the masker was the same as that of a low-frequency 
target On average, this meant that the high-frequency target was presented at a level of 
about 48 dB/component. 

2. Results 
The general pattern of results was very similar across the three listeners who took 
part, and so mean data are presented in Fig.1. For the low frequency region (left-hand 
panel), the generally good performance in the "quiet" condition (triangles) was only 
slightly degraded_~y _the presence of either a synchronous or an asynchronous masker. 
The fact that sens1t1v1ty was similar with the two masker types means that we have no 
evidence that presenting portions of the masker before and after the target, thereby 
providing the listener with prior knowledge of its FO, helps listeners to extract the FO of 
the target 

In the high-frequency region, presenting an asynchronous masker (squares) 
. produced a dramatic drop in sensitivity, which was much greater than the drop seen in 
the corresponding low-frequency condition. This finding is consistent with the 
aperiodic "crackle" or "noise-like" percept of the皿 getin t.his condition, and with our 
preliminary conclusion that, when two groups of unresolved hannonics are mixed 
within the same frequency region, listeners are unable effectively to extract their FOs. It 
seems to be related to resolvability rather than to frequency region per se : in another 
experiment, we obseIVed a similar large deterioration in the low region when the FO 
was reduced from 210 Hz to 62.5 Hz. 

In contrast, the effect of the synchronous masker (circles) was at odds with 
listeners'percepts: although it too produced a "crackle" percept when mixed with the 
target, it resulted in only a small drop in sensitivity, which was similar to that seen in 
the low-frequency region, where two clear pitches could be heard in the target/masker 
mixture. 

B. Interim discussion 

Why is it that the synchronous masker had only a modest effect in both frequency 
regions, but that the asynchronous masker produced a much larger deterioration which 
was specific to the high frequency region? Although we have not formulated any 
precise theories to account for this finding, it seems血portantto distinguish between 
two general classes of explanation. The first of these 1s that, even in the high-frequency 
region, listeners can extract the FO of the target complex from that of the masker, but 
that some aspect of the asynchronous masker prevents listeners from performing an 
accurate comparison between the two inteIVals. For example, in the frrst iriteIVal of 
each trial, the relatively strong pitch of the trailing portion of the masker might interfere 
with the encoding and/or processing of the preceeding target's FO. Although no 
evidence for such a phenomenon has previously been reported for stimuli such as ours, 
there is evidence that such "retrospective" effects can impair the frequency 
discrimination of brief sinusoidal targets (Massaro, 1975; Kelly and Watson, 1986). 
However, this class of explanation does not account for the fact that the gating the 
masker asynchronously did not degrade performance in the low (resolved) frequency 
region. An alternative explanation, consistent with our preliminary interpretation, is 
that, in the high-frequency region, listeners cannot extract the FOs of both the target 
and masker, but that gating the two complexes synchronously allowed listeners to 
perform the task by some other means. One way in which this could happen would 
occur if gating the masker and target synchronously caused them to become 
perceptually fused, and allowed listeners to base discrimination on the average FO of 
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the masker and target, which differed between the two intervals of each trial. The next 
experiment tested between these two general classes of explanation. 

C. Experiment 2 

・1. Rationale and Met加d

If the trailing portion of the asynchronous masker interferes with the processing of 
the target, then it should have no effect in a task which does not require its FO to be 
compared to that of a subsequent stimulus. Experiment 2 therefore measured sensitivity 
to FO differences between two simultaneous targets, one in the low and one in the high 
frequency region. The task・was performed both in quiet (except for a continuous pink 
noise), and in the presence of a continuous harmonic masker which could be either in 
the low or in the high region (continuous rather than asynchronous maskers were used 
because they made the task slightly easier to explain and to perform). The rationale was 
that, if listeners can extract the FOs of two groups of (resolved) components in the low-
frequency region, but not those of two (unresolv~) groups in the high-frequency 
region, then they should perform above chance only when the masker is in the low 
region: in this condition, the FO of the "low" target can be extracted from the masker 
and compared to that of the uncorrupted "high" group. If, however, listeners can 
extract two intermingled FOs in both regions, then performance in this simultaneous 
task should not depend strongly on which region contains the masker. Again, the low-
and high-frequency targets were presented at equal sensation levels. 

2. Results 

Fig. 2 shows psychometric functions, averaged across four listeners, for the 
detection of simultaneous~Os. One aspect of the data is that, even in the absence of a 
masker and with a△ FO of 34.5%, performance corresponded to a d'of only about 1.5. 
This modest level of sensitivity is四icalfor the detection of征 Osbetween a resolved 
and an unresolved group of hannomcs, particularly when, as here, the two groups are 
well separated in frequency (Carlyon, 1992; Carlyon and Shackleton, 1994). The 
second, and most important, frnding is that the high-frequency masker produced a 
much greater drop in sensitivity than did the low-frequency masker. As in experiment 1 
and in our preliminary observations, the high-frequency masker caused the high-
frequency complex to sound distinctly aperiodic -listeners would spontaneously 
complain to that experimenter that " I don't like those conditions where you turn a burst 
of noise on with the tone"! The results of this experiment, then, supports our initial 
conclusion that listeners are very poor at extracting the FOs of two groups of 
unresolved harmonics which occupy the same frequency region. In contrast, they are 
relatively good at extracting the FOs of two groups of resolved harmonics. 

III. SUMMARY AND CONCLUSIONS 

(i) Listeners can compare FOs between two groups of harmonics occupying 
different frequency regions. They are better at doing so when both groups are 
resolved or are both unresolved by the peripheral auditory system, than when the two 
groups differ in resolvability. Carlyon and Shackleton (1994) have interepreted this as 
evidence that different mechanisms encode the FOs of resolved and of unresolved 
harmonics. 

(ii) When a "target" group of hannonics is mixed into the same frequency region as 
a masker group with a different FO , listeners can extract the target's FO when the two 
sets of harmonic are resolvable by the peripheral auditory system. Presumably, in this 
case, there are auditory filters whose outputs are dominated by individual harmonics 
of the target, and listeners can combine the information flowing from these filters to 
estimate the target's FO. In contrast, when the two groups are unresolved, there are no 
auditory filters whose output is dominated either by individual hannonics of the target 
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or by its envelope. In this condition, listeners are unable to extract the FOs of the target 
and masker, as the relevant information is combined in the outputs of the same auditory 
filters. 
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AN INTRODUCTION TO AUDITORY MODEL INVERSION 

Malcolm Slaney 
Interval Research Corporation 

1801-C Page Mill Road, Palo Alto, CA 94304 
malcolm@interval.com 

1-INTRODUCTION1 

My interest in auditory models and perceptual displays [2] is motivated by the problem of sound understanding, espe-
cially the separation of speech from noisy backgrounds and interfering speakers. The correlogram and related repre-
sentations are a pattern space within which sounds can be "understood" and "separated" [3][4]. I am therefore 
interested in resynthesizing sounds from these representations as a way to test and evaluate sound separation algo-
rithms, and as a way to apply sound separation to problems such as speech enhancement. The conversion of sound to 
a correlogram involves the intermediate representation of a cochleagram, as shown in Figure 1, so cochlear-model 
inversion is addressed as a one piece of the overall problem. 

Waveform Cochleagram Correlogram 

］三
Time 
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Figure 1. Three stages in low-level auditory perception are shown here. Sound waves are converted into a detailed 
representation with broad spectral bands, known as cochleagrams. The correlogram then summarizes the periodic-
ities in the cochleagram with short-time autocorrelation. The result is a perceptual movie synchronized to the 
acoustic signal. The two inversion problems addressed in this work are indicated with arrows from right to left. 

The inversion techniques described here are important because they allow us to readily evaluate the results of sound 
separation models that "zero out" unwanted portions of the signal in the correlogram domain. This work extends the 
convex projection approach of Irino [5] and Yang [6] by considering a different cochlear model, and by including the 
correlogram inversion. The convex projection approach is well suited to "filling in" missing infonnation. While this 
paper only describes the process for one particular auditory model, the techniques are equally useful for other models. 

This paper describes three aspects of the problem: cochleagram inversion, conversion of the correlogram into spec-
trograms, and spectrogram inversion. A number of reconstruction options are explored in this paper. Some are fast, 
while other techniques use time-consuming iterations to produce reconstructions perceptually equivalent to the origi-
nal sound. Fast versions of these algorithms could allow us to separate a speaker's voice from the background noise 
in real time. 

2 -COCHLEAGRAM INVERSION 

Figure 2 shows a block diagram of the cochlear model [7] that is used in this work. The basis of the model is a bank 
of filters, implemented as a cascade of low-pass filters, that splits the input signal into broad spectral bands. The out-
put from each filter in the bank is called a channel. The energy in each channel is detected and used to adjust the chan-
nel gain, implementing a simple model of auditory sensitivity adaptation, or automatic gain control (AGC). The half-
wave rectifier (HWR) detection nonlinearity provides a waveform for each channel that roughly represents the instan-
taneous neural firing rate at each position along the cochlea. 

The cochleagram is converted back into sound by reversing the three steps shown in Figure 2. Fi応tthe AGC is 
divided out, then the negative portions of each cochlear channel are recovered by using the fact that each channel is 
spectrally limited. Finally, the cochlear filters are inverted by running the filters backwards, and then correcting the 
resulting spectral slope. 

1. This work was pelformed by Malcolm Slaney, Daniel Naar and Richard F. Lyon while all three were 

employed at Apple Computer. The mathematical details of this work were presented at the 199-1-

ICASSP[l]. 
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Figure 2. Three stages of the simple cochlear model used in this paper are shown above. 

The AGC stage in this cochlear model is controlled by its own output. It is a combination of a multiplicative gain and 
a simple first-order filter to track the history of the output signal. Since the controlling signal is directly available, the 
AGC can be inverted by tracking the output history and then dividing instead of multiplying. The performance of this 
algorithm is described by Naar [8] and will not be addressed here. It is worth noting that AGC inversion becomes 
more difficult as the level of the input signal is raised, resulting in more compression in the forward path. 

The next stage in the inversion process can be done in one of two ways. After AGC inversion, both the positive values 
of the signal and the spectral extant of the signal are known. Projections onto convex sets [9], in this case defined by 
the positive values of the detector output and the spectral extant of the cochlear filters, can be used to find the original 
signal. This is shown in the left half of Figure 3. Alternatively, the spectral projection filter can be combined with the 
next stage of processing to make the algorithm more efficient. The increased efficiency is due to better match between 
the spectral projection and the cochlear filterbank, and due to the simplified computations within each iteration. This 
is shown in the right half of Figure 3. The result is an algorithm that produces nearly perfect results with no iterations 
at all. 

Figure 3. There are two ways to use convex projections to recover the information lost by the detectors. The conven-
tional approach is shown on the left. The right figure shows a more efficient approach where the spectral projection 
has been combined with the filterbank inversion 

Finally, the multiple outputs from the cochlear filterbank are converted back into a single waveform by correcting the 
phase and summing all channels. In the ideal case, each cochlear channel contains a unique portion of the spectral 
energy, but with a bit of phase delay and amplitude change. For example, if we run the signal through the same filter 
the spectral content does not change much but both the phase delay and amplitude change will be doubled. More 
interestingly, if we run the signal through the filter backwards, the forward and backward phase changes cancel out. 
After this phase correction, we can sum all channels and get back the original waveform, with a bit of spectral color-
ation. The spectral coloration or tilt can be fixed with a simple filter. A more efficient approach to correct the spectral 
tilt is to scale each channel by an appropriate weight before summing, as shown in Figure 4. The result is a perfect 
reconstruction, over those frequencies where the cochlear filters are non-zero. 
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Figure 4. Two approaches are shown here to invert the filterbank. The left diagram shows the normal approach, the 
right figure shows a more efficient approach where the spectral-tilt filter is converted to a simple multiplication. 
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Figure 5 shows results from the cochleagram inversion procedure. An impulse is shown on the left, before and after 
10 iterations of the HWR inversion (using the algorithm on the right half of Figure 3). With no iterations the result is 
nearly perfect, except for a bit of noise near the center. The overall cun1ature of the baseline is due to the fact that 
information near DC has been lost as it travels through the auditory system and there is no way to recover it with the 
information that we have. A more interesting example is shown on the right. Here the word "tap" has been recon-
structed, with and without the AGC inversion. With the AGC inversion the result is nearly identical to the original. 
The auditory system is very sensitive to onsets and quickly adapts to steady state sounds like vowels. It is interesting 
to compare this to the reconstruction without AGC inversion. Without the AGC, the result is similar to what the ear 
hears, the onsets are more prominent and the vowels are deemphasized. This is shown in the right half of Figure 5. 

Impulse inversion 
with no iterations 

Impulse iteration 
with 1 O iterations 

"Tap" reconstruction 
with AGC Inversion 

"Tap" Reconstruction 
without AGC Inversion 

Figure 5. The cochlear reconstructions of an impulse and the word "tap" are shown here. The first and second recon-
structions show an impulse reconstruction with and without iterations. The third and fourth waveforms are the word 
"tap" with and without the AGC inversion. 

3 -CORRELOGRAM INVERSION 

The correlogram is an efficient way to capture the short-time periodicities in the auditory signal. Many mechanical 
measurements of the cochlea have shown that the response is highly non-linear. As the signal level changes there are 
large variations in the bandwidth and center frequency of the cochlear response. With these kinds of changes, it is dif-
ficult to imagine a system that can make sense of the spectral profile. This is especially true for decisions like pitch 
determination and sound separation. 

But through all these changes in the cochlear filters, the timing information in the signal is preserved. The spectral 
profile, as measured by the cochlea, might change, but the rate of glottal pulses is preserved. Thus I believe the audi-
tory system is based on a representation of sound that makes short-time periodicities apparent. One such representa-
tion is the correlogram. The correlogram measures the temporal correlation within each channel, either using FFTs 

which are most efficient in computer implementations, or neural delay lines much like those found in the binaural 
system of the owl. 

The process of inverting the correlogram is simplified by noting that each autocorrelation is related by the Fourier 

transform to a power spectrum. By combining many power spectrums into a picture, the result is a spectrogram. This 
process is shown in Figure 6. In this way, a separate spectrogram is created for each channel. There are known tech-
niques for converting a spectrogram, which has amplitude information but no phase information, back into the origi-

nal waveform. The process of converting from a spectrogram back into a waveform is described in Section 4. The 
CO汀elograminversion process consists of inverting many spectrograms to form an estimate of a cochleagram. The 
cochleagram is inverted using the techniques described in Section 2. 

One important improvement to the basic method is possible due to the special characteristics of the correlogram. The 

essence of the spectrogram inversion problem is to recover the phase information that has been thrown away. This is 
an iterative procedure and would be costly if it had to be performed on each channel. Fortunately, there is quite a bit 
of overlap between cochlear channels. Thus the phase recovered from one channel can be used to initialize the spec-

I .The syllable "tap", samples 14000 through 17000 of the "train/dr5/fcdfl/sx 106/sx 106.adc" utterance on the TIMIT 
Speech Database, is used in all voiced examples in this paper. 
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Figure 6. Correlogram inversion is possible by noting that each row of the correlogram contains the same 
information as a spectrogram of the same row of cochleagrarn output. By converting the correlogram into 
many spectrograms, the spectrogram inversion techniques described in Section 4 can be used. The lower 
horizontal stripe in the spectrogram is due to the narrow passband of the cochlear channel. Half-wave recti-
fication of the cochlear filter output causes the upper horizontal stripes. 

trogram inversion for the next channel. A difficulty with spectrogram inversion is that the absolute phase is lost. By 
using the phase from one channel to initialize the next, a more consistent set of cochlear channel outputs is recovered. 

4 -SPECTROGRAM INVERSION 

While spectrograms are not an accurate model of human perception, an implementation of a correlogram includes the 
calculation of many spectrograms. Mathematically, an autocorrelation calculation is similar to a spectrogram or short-
ti1;1~power spectrum. One column of a conventional spectrogram is related to an autocorrelation of a portion of the 
ongmal waveform by a Fourier transform (see Figure 6). U面ortunately,the final representation of both spectrograms 
and autocorrelations is missing the phase i吋ormation.The main task of a spectrogram inversion algorithm is to 
recover a consistent estimate of the missing phase. This process is not magical, it can only recover a signal that has 
the same magnitude spectrum as the original spectrogram. But the consistency constraint on the time evolution of the 
signal power spectrum also constrains the time evolution of the spectral phase. 

The basic procedure in spectrogram inversion [10] consists of iterating between the time and the frequency domains. 
Starting from the frequency domain, the magnitude but not the phase is known. As an initial guess, any phase value 
can be used. The individual power spectra are inverse Fourier transformed and then summed to arrive at a single 
waveform. If the original spectrogram used overlapping windows of data, the iばormationfrom adjacent windows 
either constructively or destructively interferes to estimate a waveform. A spectrogram of this new data is calculated, 
and the phase is now retained. We know the original magnitude was correct. Thus we can estimate a better spectro-
gram by combining the original magnitude i11formation with the new phase i面ormation.It can be shown that each 
iteration will reduce the error. 

Figure 7 shows an outline of steps that can be used to improve the consistency of phase estimates during the first iter-
ation. As each portion of the waveform is added to the estimated signal, it is possible to add a linear phase so that each 
waveform lines up with the proceedings segments. The algorithm described in the paragraph above assumes an initial 
phase of zero. A more likely phase guess is to choose a phase that is consistent with the existing data. The result with 
no iterations is a waveform that is often closer to the original than that calculated assuming zero initial phase and ten 
iterations. 

The total computational cost is minimized by combining these improvements with the initial phase estimates from 
adjacent channels of the correlogram. Thus when inverting the first channel of the correlogram, a cross-correlation is 
used to pick the initial phase and a few more iterations insure a consistent result. After the first channel, the phase of 
the proceeding channel is used to initialize the spectrogram inversion and only a few iterations are necessary to fine 
tune the waveform. 
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Figure 7. A procedure for adjusting the phase of new segments when inverting a spectrogram is shown above. 
As each new segment (bottom left) is converted from a power spectrum into a waveform, a linear phase is added 
to maximize the fit with the existing segments (top left.) The amount of rotation is determined by a cross corre-
lation (middle). Adding the new segment with the proper rotation (top right) produces the new waveform (bot-
tom right.) 

5 -PUTTING IT TOGETHER 

This paper has described two steps to convert a correlogram into a sound. These steps are detailed below: 
1) For each row of the correlogram: 
a) Convert the autocorrelation data into power spectrum (Section 3). 
b) Use spectrogram inversion (Section 4) to convert the spectrograms into 
an estimate of cochlear channel output. 

c) Assemble the results of spectrogram inversion into an estimate of the 
cochleagram. 

2) . Invert the cochleagram using the techniques described in Section 2. 

This process is diagrammed in Figures 1 and 6. 

6-RESULTS 

Figure 8 shows the results of the complete reconstruction process for a 200Hz impulse train and the word "tap." In 
both cases, no iterations were petformed for either the spectrogram or filterbank inversion. More iterations reduce the 
spectral error, but do not make the graphs look better or change the perceptual quality much. It is worth noting that 
the "tap" reconstruction from a correlogram looks similar to the cochleagram reconstruction without the AGC (see 
Figure 5.) Reducing the level of the input signal, thus reducing the amount of compression petformed by the AGC, 
results in a correlogram reconstruction similar to the original waveform. 

0.02 I 0.05 
Ii 

0.01 

゜戸~~ ゜-0.01 

-0.02 -0.05 
50 100 150 200 

゜
1000 2000 3000 

Figure 8. Reconstructions from the correlogram representation of an impulse train and the word "tap" are shown 
above. Reducing the input signal level, thus minimizing the effect of errors when inverting the AGC, produces 
results identical to the original "tap." 
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It is imporじmtto note that the algorithms described in this paper are designed to minimize the error in the mean-
square sense. This is a convenient mathematical definition, but it doesn't always correlate with human perception. A 
trivial example of this is possible by comparing a wavefonn and a copy of the wavefonn delayed by lOms. Using the 
mean-squared error, the numerical error is very high yet the two waveforms are perceptually equivalent. Despite this, 
the results of these algorithms based on mean-square error do sound good. 

7 -CONCLUSIONS 

This paper has described several techniques that allow several stages of an auditory model to be converted back into 
sound. By converting each row of the correlogram into a spectrogram, the spectrogram inversion techniques of Sec-
tion 4 can be used. The special characteristics of a correlogram described in Section 3 are used to make the calcula-
tion more efficient. Finally, the cochlear filterbank can be inverted to recover the original waveform. The results are 
waveforms, perceptually identical to the original waveforms. 

These techniques will be especially useful as part of a sound separation system. I do not believe that our auditory sys-
tem resynthesizes partial waveforms from the auditory scene. Yet, all systems generate separated sounds so that we 
can more easily perceive their success. More work is still needed to fine-tune these algorithm and to investigate the 
ability to reconstruct sounds from partial correlograms. 

8 -ACKNOWLEDGEMENTS 

I am grateful for the inspiration provided by Frank Cooper's work in the early 1950's on pattern playback[l1][12]. 
His work demonstrated that it was possible to convert a spectrogram, painted onto clear plastic, into sound. 

This work in this paper was performed with Daniel Naar and Richard F. Lyon. We are grateful for the help we have 
received from Richard Duda (San Jose State), Shihab Shamma (U. of Maryland), Jim Boyles (The Math Works) and 
Michele Covell (Interval Research). 

9 -REFERENCES 

[1] Malcolm Slaney, D. Naar, R. F. Lyon, "Auditory model inversion for sound separation," Proc. of IEEE JCASSP, 
Volume II, pp. 77-80, 1994. 
[2] M. Slaney and R. F. Lyon, "On the importance of time-A temporal representation of sound," in Visual Represen-
tations of Speech Signals, eds. M. Cooke, S. Beet, and M. Crawford, J. Wiley and Sons, Sussex, England, 1993. 
[3] R. F. Lyon, "A computational model of binaural localization and separation," Proc. of IEEE ICASSP, 1148-1151, 
1983. 
[4] M. Weintraub, "The GRASP sound separation system," Proc. of IEEE ICASSP, pp. 18A.6.l-18A.6.4, 1984. 
[5] T. Irino, H. Kawahara, "Signal reconstruction from modified auditory wavelet transform," IEEE Trans. on Signal 
Processing, 41, 3549-3554, Dec. 1993. 
[6] X. Yang, K. Wang, and S. Shamma, "Auditory representations of acoustic signals," IEEE Trans. on Information 
Theory, 38, 824-839, 1992. 
[7] R. F. Lyon, "A computational model of filtering, detection, and compression in the cochlea," Proc. of the IEEE 
ICASSP, 1282-1285, 1982. 
[8] D. Naar, "Sound resynthesis from a correlogram," San Jose State University, Department of Electrical Engineer-
ing, Technical Report #3, May 1993. 
[9] R. W. Papoulis, "A new algorithm in spectral analysis and band-limited extrapolation," IEEE Trans. Circuits Sys., 
vol. 22, 735, 1975. 
[10] D. Griffin and J. Lim, "Signal estimation from modified short-time Fourier transform," IEEE Trans. on Acous-
tics, Speech, and Signal Processing, 32, 236-242, 1984. 
[11] F. S. Cooper, "Some Instrumental Aids to Research on Speech," Report on the Fourth Annual Round Table Meet-
ing on Linguistics and Language Teaching, Georgetown University Press, 46-53, 1953. 
[12] F. S. Cooper, "Acoustics in human communications: Evolving ideas about the nature of speech," J. Acoust. Soc. 
Am., 68(1), 18-21, July 1980. 

6
 

80 



The computation of loudness in the auditory continuity phenomenon 

S. McAdamsl,2, M.-C. Bottel, F. Banide1, X. Durotl & C. Drakel 

I Laboratoire de Psychologie Experimentale (CNRS), Universite Rene Descartes, EPHE, 
28 rue Serpente, F-75006 Paris, France. 

2 IRCAM, 1 place Igor-Stravinsky, F-75004 Paris, France. email: smc@ircam.fr 

INTRODUCTION 
To recover a veridical representation of the acoustic environment, the auditory system needs to 

group together acoustic components that are likely to have originated from the same source into 
coherent mental descriptions (variously referred to as auditory "streams", "objects", "images" or 
"entities"). Once the streams are organized, the auditory system can compute the perceptual attributes 
(loudness, pitch, timbre, etc.) of the events belonging to each stream. Our experiments aimed to 
measure the effect of auditory organization on the computation of loudness. 
Consider the stimulus sequence in Fig. 1 in which a pure tone or a noise signal alternates 

between two levels A and B. One might imagine at frrst glance that a listener would hear an alternating 
sequence of loud and soft tones or noise bursts, or a single sound stream changing periodically in 
level. If we asked listeners to adjust a comparison sequence to the loud or soft parts of the test 
sequence, we sh叫 dobtain matches in the vicinity of A and B, respectively, with perhaps some 
modifications due to temporal masking effects and the time course of energy summation within each 
burst and loudness summation across bursts. Such a prediction would be made by classic time-
varying loudness models which do not consider the effect of temporally overlapping sound signals 
originating from separate sources. 

B 
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Time 
Figure 1. Stimulus sequence alternating between levels A and B. 
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Figure 2. Percepts resulting from the alternating sequence in Fig. 1: a continuous 
sound of level C and a sequence of intermittent bursts of level D. 

However, van Noorden (1975) and others have shown that one hears continuity under certain 
conditions that depend on the difference between levels A and B, on the presence of silences between 
bursts, etc. (Thurlow, 1957; Houtgast, 1972). Warren, Obusek & Ackroff (1972), for example, 
demonstrated that such a stimulus, with a level difference of between about 3 and 10 dB, generally 
gives rise to a perception not of alternation but of an intermittent tone "superimposed" on a continuous 
tone (Fig. 2). In Bregman's (1990) conception of this phenomenon, the high-level part is perceptually 
split into two simultaneous components, one being assigned to the continuous tone and the other to 
the intermittent tone. This phenomenon has been called "auditory continuity" (Thurlow & Elfner, 
1959) since the low-level signal is heard to continue "through" the inte1mittent signal or "auditory 
induction" (Warren et al., 1972) since the high-level part induces a perception of continuity of the 
low-level part. Similar types of phenomena have been demonstrated for speech interrupted by noise, 
in which a continuous speech signal appears to be "perceptually restored" during the noise burst. In 
these cases, the auditory system would appear to have interpreted the signal as being composed of a 
continuous sound upon which another signal is superimposed at regular intervals. What is of interest 
in this phenomenon is what it might tell us about how the auditory system disentangles the respective 
perceptual attributes of superimposed signals. 

Paper presented at the ATR Workshop on "A Biological Framework 
for Speech Perception and Production", Kyoto, 16-17 September 1994 
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Bregman's (1990) "old-plus-new" strategy makes some predictions about this kind of 
perceptual phenomenon. This strategy is hypothesized to perform an interpolation (perceptual 
restoration) between the properties of the softer sounds occurring before and after the louder 
interrupting sound, but only if the auditory information indicates that the soft sound could have been 
present during the occurrence of the loud sound. Subsequently, the signal in the time interval 
occupied by the loud sound is interpreted as resu~ting from a皿xtureof the soft (old) and loud (new) 
sounds. The computation of the loudness of the mtermittent stream would be based on a subtraction 
of the level of the restored part of the continuous sound from the global level of the intense pa汎ofthe 
sequence. If we asked listeners to adjust a comparison sequence to the continuous and intermittent 
parts of this test sequence, we should obtain a level C (Fig. 2) in the vicinity of A (Fig. 1) for the 
continuous part and a level D (Fig. 2) for the intermittent part that would depend on the subtraction 
law the auditory system used to derive the loudness of this latter part. If identical stimuli added in 
phase are presented to one or both ears, one might expect a law computed on acoustic pressure 
(D=B-A), whereas with stimuli the phase relations of which are indeter血nate(as with signals of 
unknown.properties, or even known signals presented in a reverberant environment), one might 
expect a law computed on acoustic power (D2=B2-A勾.In both cases, however, adjusted level D 
would be less than the physical level B. . 

GENERAL METHOD 
To test this hypothesis, we presented to listeners sequences that alternated between a hig~level 

(H) and a low level (L) as in Fig. 3. Listeners were asked to adjust the level of a comparison stimulus 
so that its loudness matched that of a specific part of the test stimulus that varied with the experiment 
or within a block of trials. Stimulus parameters were varied to test the dependence of adjusted levels 
C and D (Fig. 2) on physical levels A and B (Fig. 1) under conditions in which listeners either clearly 
experienced the auditory continuity illusion or could not hear it. Control experiments were also 
performed to test the precision of level adjustments in the absence of auditory continuity. 
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Figure 3. General stimulus conditions used for test sequences. 
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Test sequences were composed of one of two types of stimulus bursts: 1 kHz pure tone (PT) or 
140 Hz noise band centered on 1 kHz (NB). They were also presented with four different duty cycles 
to study effects of loudness summation over time (H duration/L duration in ms: 200/200, 100/100, 
100/300, 100/700). The level of L bursts was varied randomly within 5 dB of 60 dB SPL and the 
level of H bursts was either 2, 6 or 10 dB greater than that of L. The prediction was that the perceived 
loudness of the intermittent part should vary systematically with this level difference, always b~ing 
adjusted to a level below that of the high-level part of the stimulus sequence. For a mechamsm 
operating on acoustic pressure, listeners perceiving the illusion should adjust an intermittent 
comparison sequence to levels that are 13.7, 6.0 and 3.3 dB, respectively, below the level of B. For 
a mechanism operating on acoustic power, the adjusted levels should be 4.3, 1.3, and 0.5 dB, 
respectively, below B. 
Individual bursts had 5 ms amplitude ramps. The H and L burst onsets and offsets either 

overlapped by 2.5 ms (0 ms silence) or were separated by 30 or 100 ms silent intervals. In the case of 
contiguous bursts, the continuity illusion is quite strong if the sequence is presented monaurally or 
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diotically, but it is absent if Hand L bursts are presented to separate ears. With silent intervals, the 
illusion is generally absent or quite weak for a 30 ms silence at the levels we used, and is almost 
never perceived with 100 ms silences. 
For sequences producing the illusion, subjects were asked on a given trial either to adjust the 

level of a continuous comparison tone to match the level of what appeared to be continuous in the test 
sequence, or to adjust the level of an intermittent sequence to match the level of what appeared to be 
intermittent in the test sequence. For sequences not producing the illusion, intermittent comparison 
sequences of similar temporal structure were presented and the subject was asked to match either the 
higher or the lower level in the test sequence using ear of presentation or duration cues to focus on the 
target stream. The starting levels of the comparison sequence were chosen at random from士{7,8, 9, 
10} dB relative to A. Stimuli were presented in blocks comprising a given stimulus type (PT or NB) 
and duty cycle. Each block was repeated five times by each of eight subjects in each experiment. 

EXPERIMENT 
silences. 
The goal of this experiment was to test the main hypothesis that the loudness of an alternating 

sequence organized into a continuous and an intern出tentstream is partitioned into two quantities that 
may be computed either on the basis of pressure or power. On each trial the alternating sequence was 
followed by a comparison sequence that was either continuous or intermittent, the latter havi~g the 
same temporal structure as the H bursts. In a familiarization phase, all subjects reported the contmuity 
illusion though the effect was weaker for the 2 dB difference in level between A and B, sometimes 
heard more as a fluctuating level. Subjects also reported that the bursts in the intermittent stream in the 
alternating sequence were degraded in terms of the attack quality and tone color compared with the 
isolated intermittent sequence (similarly to results reported by Warren, Bashford, Healy & Brubaker, 
1994). 

1: Alternating sequences producing the continuity illusion—no 

Results 
The dependent variable was the adjustment "error" with respect to the physical level (C-A, 

p-B). There was nearly perfect adjustment of the level of the continuous stream (Fig. 4). The 
mtermittent stream was always adjusted to a level less than B and the more so as the A-B level 
difference was small. In fact, D was adjusted even lower than A for a difference of 2 dB. There was 
no significant difference between adjusted levels for PT and NB stimuli, so the same subtraction law 
seems to apply to both and gives values between the predictions based on power and pressure both 
for our data and for those of Warren et al. (1994) (Fig. 4). Adjustments for the intermittent stream 
were progressively less precise as the A-B difference decreased, suggesting subjects'difficulty in 
segregating the intermittent stream for the 2 dB difference. The duty cycle had no effect on the levels 
adjusted for the intermittent stream. 
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Figure 4. Experiment 1: Mean 
adjustment "error" as a function of 
the level difference between H and L 
bursts. Vertical bars (where visible) 
show standard error. Also shown 
are the predictions for intermittent 
stream adjustments according to 
pressure and power subtraction 
laws. Data from Warren et al. 
(1994) for broad-band noise (2 and 
4 dB difference) and pure tones (4, 
7, 10, and 15 dB) are included for 
comparison. 
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EXPERIMENT 2 : Comparison of intermittent and continuous_~ounds .. 
The goal of this control experiment was to verify whether the prec1s10n of adjustment depended 

on the intermittence of the test or comparison sequences. Two types of stimuli were used that 
resemble those in Fig. 2: a continuous (CONT) sound of 2600 ms duration and a series of intermittent 
(INT) sequences with 7 sounds (duration of H bursts) separated by silences (duration of L bursts). 
Each stimulus type could be presented either as test stimulus or as adjustable comparison stimulus: 
INT/INT, CONT/CONT, INT/CONT, CONT/INT. The stimuli were presented diotically. 

Results 
No differences in adjusted level were found between PT and NB stimuli. The adjustment 

precision was excellent (error of 0.1 dB on average) when the test and comparison sequences were of 
the same type (INT/INT, CONT/CONT). However, the level of the intermittent sequence was 
systematically underestimated in comparisons across sequence types (error of -2.5 dB for continuous 
adjusted to intermittent and of+ 1.8 dB for the reciprocal condition). The error increased with the 
difference in duration in the two parts of the duty cycle. This effect may be explained by the temporal 
summation of loudness. 

EXPERIMENT 3 : Dichotic alternating sequences—no continuity illusion. 
The aim of this control experiment was to verify the precision with which level adjustments are 

made with reference to a test stimulus that had the same temporal configuration as that of the sequence 
producing the illusion (S=O), but that did not produce the continuity illusion. Accordingly, the Hand 
L portions of the sequence were sent to the right and left earphones, respectively. The adjustable 
comparison sequence consisted of a series of bursts of identical duration as those in the target ear and 
was presented to that ear. At the beginning of the experiment all three level differences were presented 
to subjects who were asked what they heard. No subject reported a sensation of continuity. 

Results 
The dependent variable was the "error" in adjustment of the comparison sequence relative to the 

physical level presented. No difference was found between noise and tone stimuli. The mean values 
across duty cycles varied from -0.5 to + 1.3 dB. The error was nearly zero for the H sequences (right 
ear) and about 1 dB for the L sequences (left ear). This tendency to overestimate the level of the L 
sequence was greater for larger level differences. The overestimation also became progressively 
stronger as the duration of the L bursts decreased, being 1.9 dB for 100 ms, 1.2 dB for 200 ms and 
0.5 dB for 300 and 700 ms reflecting a loudness accumulation effect over about the first 200 ms of a 
sound. 

EXPERIMENT 4: Alternating sequences with silences between bursts—continuity 
illusion very weak or absent. 
The aim of this control experiment was to create an experimental situation similar in structure to 

that of the main experiment (100/300 duty cycle only) but in which the continuity illusion was not 
heard. Therefore 30 or 100 ms silences were introduced to separate the low-and high-level tone 
bursts (Fig. 3). Two groups of eight subjects completed the two conditions. Subjects'verbal reports 
indicated that 30 ms silences could at times give a weak impression of the illusion, but they could also 
learn not to hear the illusion. For these stimuli, some subjects found it difficult to focus on one level 
at the beginning. The 100 ms silences never gave the illusion and presented less problems of 
attentional focus. To focus subjects'attention on the perception of intermittent streams in the test 
sequence, the adjustable comparison sequences were always intermittent and corresponded identically 
in temporal structure (300 ms for lower-level and 100 ms for higher-level streams) to the targeted 
high-or low-level part of the test sequence. 

Results 
There was a significant effect of level difference for adjustments to both H and L streams (Fig. 

5). For H streams, adjustment errors were increasingly negative with increased difference in level 
between the streams, while the reverse was the case for adjustments to the L streams. It would seem, 
therefore, that the context effect of a sequence with alternating level increases softer sounds and 
decreases louder sounds. This effect is much larger than the small bias found in non-alternating 
sequences (Exp. 2). There was no effect of the duration of the silent interval on mean adjustment 
errors. The variability in adjustments was sli~htly lower for the 100 ms silences, perhaps due to the 
better destruction of the illusion than was obtamed with 30 ms silences. 
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CONCLUSIONS 
Expenment 1 demonstrated that a process akin to the "old-plus-new" strategy seems to operate 

on the alternating level sequences. However, the law by which the loudness is partitioned did not 
correspond exactly to either pressure or power subtraction. The same law would appear to operate on 
pure tone and narrow-band noise stimuli and any effects due to the duty cycle of the alternation 
appear to be attributable to temporal summation of loudness. 
Experiment 2 showed that adjustments to single-level continuous and intermittent stimuli are 

very accurate when test and comparison sequences have the same temporal structure. The level of 
intermittent sequences were underestimated when compared with a continuous tone, however. 
Experiment 3 showed that for dichotically presented alternating sequences in which the 

continuity illusion is not heard, the level of the softer stream is overestimated by an amount that 
increases with the level difference between higher and lower levels. No adjustment bias occurs for the 
higher-level stream. It is important to note that the higher-level stream was adjusted near the 
physically presented level in the absence of the continuity illusion. 
Experiment 4 found that diotic alternating sequences with interspersed silences that break the 

continuity illusion also resulted in adjustments that were close to the physically presented levels. 
However the adjustment biases were different in nature from those found for the dichotic sequences. 
Adjustments for the higher-level stream tended to be low and those for the low-level stream tended to 
be high. These biases were greater for larger level differences between the streams. The 
overestimation of the lower-level intermittent stream was not found when this stream was heard as 
continuous in Experiment 1 under similar conditions. Nonetheless, if we take the bias on the higher-
level stream as indicative of a possible bias in adjustments to the intermittent stream in the continuity 
illusion, we can "correct" those values according_ly. This "correction" moves the data more in the 
direction of predictions of the power law (being within 1 dB of those predictions for the 6 and 10 dB 
level differences, though the adjusted level is still about 3 dB too high for the 2 dB difference). The 
correction moves the data further away from those predicted by the pressure law. It would seem 
therefore, that the auditory mechanism that subtracts the level of the continuous signal from that of the 
total level in the H bursts in order to recover the level of the intermittent signal works according to a 
law that is based on calculations whose units are closer to power than to pressure. 
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ABSTRACT 

Human listeners can perceptually segregate two different simultaneous tones, even if the 

spectra of the two tones are interleaved, and even if the two tones have coincident onsets. 

This remarkable ability can be profitably studied with psychoacoustical experiments using 

the mistuned harmonic paradigm, where the listener is required to detect a single mistuned 

harmonic in an otherwise periodic complex tone. A particular goal of the experiments is 

to decide whether the segregation process can be best explained as a spectral analysis or 

a temporal analysis. 

Recent mistuned harmonic matching experiments have studied the dependence of seg-

regation on mistuned harmonic number, amount of mistuning, fundamental frequency, 

tone duration, and level. The data support a temporal model of segregation in which the 

detection of neural asynchrony plays a preeminent role. The ability to match decreases 

with increasing mistuned harmonic number in a way that precisely parallels the loss of 

synchrony observed in physiological recordings from eighth-nerve neurons. Further, mis-

tuned harmonic detection experiments show a nonmonotonic dependence on signal level 

that resembles the level dependence of multiple synchrony in the eighth nerve. 

A question of current interest concerns the tuning of the decision process: whether 

synchrony/ asynchrony is assessed within a narrow frequency channel or whether the process 

makes comparisons across the entire tonotopic axis. Experimentally, this question has been 

studied by various manipulations of harmonics that are near neighbors of the mistuned 

harmonic. Most of the data suggest that the system is tuned, though the channels appear 

to be broader than typical critical bands. 
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INTRODUCTION 

When we look at two separated objects, images are formed at separated places on the 
retina where the neural processing of visual stimuli begins. If the angular separation of the 

objects is great enough the visual system can resolve the separate images, and it registers 
the fact that there are two objects out there, or anyhow that there are more than one. 

When we listen to two distinct sine tones, pat_terns are formed at separated places 
on the basilar membrane where the neural processmg of auditory stimuli begins. If the 
frequency separation between the sine tones is great enough (a little less than a critical 

bandwidth) the auditory system can resolve the separate tones, and it registers the fact 
that there are two tones. 

When we look at two objects that overlap or for which the retinal images are interleaved, 
the initial neural stimulus is not an adequate basis for identifying, or even counting, the 
objects. The identification of overlapping objects requires pattern recognition processes 

with intricate rules of inference (Marr, 1982). 
When we listen to two complex tones with interlaced partials the spatial pattern on 
the basilar membrane (or any other tonotopic coordinate) is not an adequate basis for 
determining the pitch or tone color of either tone. The pattern recognition process by 

which individual auditory entities are extracted from a collection of interlaced partials is 

known as segregation and integration (Hartmann, 1988). 
The partials of a periodic complex tone are not normally heard out individually. They 

fuse percept叫 lyto create a single entity characterized by a pitch and tone color. This is 
the process of integration. When there are two complex tones, not all the the partials are 

integrated into one entity. The auditory system appears to sort the partials in a way that 
creates several different entities. This is the process of segregation. 

In listening to speech, music and the sounds of the everyday environment, the most 
important basis for the segregation of different entities is in the onset. Partials generated by 
a single source tend to start together, and their starting time is generally slightly different 

from the starting time of the partials of a different source. It is tempting to suppose that the 
superb temporal resolution of which the auditory system is capable actually evolved in order 

to perform just such processes of segregation. The psychophysical effects of asynchronous 
onsets, especially as they occur in the perception of polyphonic music, have been studied 

by Rasch (1978, 1979). A related study by McAdams (1989) has shown how common 
frequency modulation can lead to integration while dissimilar modulation can promote 
segregation. 

A further basis for segregation and integration results from the tendency of many im-
portant sounds to be periodic and therefore to have harmonic partials. This is true of 
the sounds of sustained-tone musical instruments and of the vowels of human speech. The 

periodicity appears to be a basis for integration that applies to the steady-state part of a 
sound, independent of onsets. 

The significance of periodicity in integrating the harmonics of a single tone and the 

significance of different periodicities in segregating different tones immediately raises ques-

tions about the right kind of model to use in thinking about the process. Should the model 
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emphasize the periodicity, as it appears in the time domain, or should the model emphasize 

the harmonic structure in the spectral domain? 

Segregation and integration are essentially matters of pitch perception because tones, 

either one or more, are identified primarily by their pitches. Therefore, it is natural that 

issues of timing and spectrum that arise in pitch perception also appear in segregation and 

integration. 

The residue theory of pitch perception is a timing model that is specifically designed to 

deal with the sense of low pitch that one perceives in a periodic waveform. As a model of 

the fundamental pitches of complex tones, the residue theory is now discredited. However, 

there are timing models for the pitch of a pure tone which are still useful, especially in 

explaining the pitches of short tones (Goldstein and Srulovicz, 1977). Timing models 
of pitch have gained particular credibility recently from studies of pitch perception in 

individuals with cochlear implants. 

A timing model for integration and segregation emphasizes the idea that the various 

harmonics of a complex tone are phase locked and therefore the neural spikes in different 

frequency channels are synchronized. It is the synchrony that leads to integration of the 
channels. Correspondingly, a failure to find an appropriate synchrony in all tuned channels 

is evidence that leads to the perception of two or more tones. It is evident that segregation 
and integration can be based upon synchrony or deviations from synchrony only in those 

tuned channels where the neurons can encode synchrony. This limits the use of synchrony 

to low frequencies. 

The spectral model of segregation and integration is a theory that is consistent with 

modern approaches to complex tone pitch perception. It focuses on spectral components 
that are resolved by the auditory system and subjects them to a template fitting process. 

Different aspects of template fitting are emphasized in pitch models by Goldstein (1973) 

and Terhardt (1974). The integration/segregation model of Duifhuis, Willems and Sluyter 

(DWS, 1982) regards the template as a sieve. Spectral components that pass through the 

sieve are integrated into a complex tone and contribute to the pitch and timbre of the 

tone. Components that do not pass are segregated into some other percept. In favor of 
this model is the fact that it is able to segregate two simultaneous speech sounds with the 

same success as human listeners. 

THE MISTUNED HARMONIC EXPERIMENT 

To answer questions about timing and/or spectrum as bases for integration and segre-

gation we have studied the detection of mistuned harmonics. Consider a complex periodic 

tone with a fundamental frequency near 200 Hz and a number of strong harmonics. Such 

a tone is perceived as a single entity with a low pitch and a bright or buzzy timbre. 

If one of the harmonics of the complex tone is sligしtlymistuned from its correct har-
monic frequency, several effects can occur. First, there 1s a change in pitch of the complex 

as a whole (Moore et al., 1985). This happens because the auditory system computes 

the low pitch of a complex tone as a weighted average of frequency information from the 
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various partials of the tone. Second, there are "beats of mistuned consonances" (Plomp, 

1967), reflecting a sensitivity in the auditory system to dynamic phase changes. Most 

importantly, the mistuned harmonic may be heard out from the complex as a whole as a 

separate entity. If, for example, the fourth harmonic is mistuned, the listener may become 
aware of a恥 te-liketone playing the double octave and accompanying the buzzy tone 

having the low pitch. It is this latter effect that interest us. 
Two psychoacoustical paradigms have been used to study the detection of the mistuned 

harmonic. One of them is the mistuned harmonic matching experiment. Here the listener's 

task is to match the pitch of the mistuned harmonic in a complex tone by adjusting the 

frequency of a sine tone. The complex tone and the sine tone are presented successively, not 

simultaneously. The listener does not know which harmonic is mistuned on a given trial; it 

叫ghtbe any one from the fundamental to the 16th harmonic. If the listener matches the 
mistuned harmonic correctly, he scores a "hit". Otherwise the match is called a "miss." 

What is particularly attractive about this paradigm is that if the listener can successfully 

perform a pitch match then we know that he has heard out the mistuned harmonic as a 

separate entity. It is impossible to make a successful match based upon the other effects 
of a mistuned harmonic, the shift of the low pitch or the beats of mistuned consonances. 

A more efficient paradigm is the mistuned harmonic discrimination experiment. Here 

the listener hears two tones in succession. In one tone the partials are all perfect harmonics. 

In the other, randomly the first or the second, there is a mistuned harmonic. The listener's 

task is to identify the tone that includes the mistuned harmonic. Because the task is 

not specific, one must guard against the artifacts caused by pitch shift cues and beats of 

mistuned consonances (Moore, et al., 1986). To minimize the role of beats, experiments 

using the discrimination paradigm use tones with duration less than 100 ms, usually less 

than 50 ms. 

Matching Experiments and Synchrony 

Mistuned harmonic matching experiments give evidence that neural synchrony plays 

an important role in segregating a mistuned partial in a complex tone (Hartmann, et al., 

1990). In these experiments the mistuned harmonic number and the fundamental frequency 

were systematically varied. The data showed that the most important determinant of 

the listeners ability to segregate is the frequency of the mistuned component. Unlike 

the predictions of models based upon spectral resolution, and unlike the DWS model, 

segregation is not a simple function of mistuned harmonic number. Instead, the ability to 

segregate drops dramatically with increasing frequency, between 2 and 3 kHz. This effect 

is so dramatic that it even dominates the effect of changing the amount of mistuning, 

which is the major controlled variable of the experiment. Comparison with synchrony 

measurements made on auditory neurons in cat shows that the drop in performance on 

the segregation task precisely parallels the decrease in maximum possible synchrony as a 

function of frequency. This supports the timing model of segregation, because it is only 

at frequencies where synchrony is possible that the modulated synchrony, or asynchrony, 

associated with a mistuned partial can be noticed. 
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Discrim切ationExperiments and Autocorrelation 

Having identified an important role for synchrony, or neural timing, in the segrega-

tion of mistuned harmonics, it is natural to wonder how timing is used in the process. 

There is information on this question in the results of mistuned harmonic discrimination 

experiments. These are parametric studies, and there are a lot of parameters to vary: 

fundamental frequency, mistuned harmonic number, amount of mistuning, duration of the 

tones, relative phases of the partials, and signal level. As it turns out, all of them matter. 

Level efjects 

Mistuned harmonic detection experiments using mistuned 4th, 5th and 6th harmonics 

of a 200 Hz complex tone find that the ability to detect a mistuned harmonic is a non-

monotonic function of signal level. The function has a maximum at a level of about 40 

dB SPL. A possible explanation for this maximum can be found in the neural synchrony 

studies of Javel (1980) and Greenberg et al. (1983), where it was found that a neuron of 

the eighth nerve can synchronize to both of two different frequencies if the level is about 

40 dB. At higher levels one of the two, usually the tone of lower frequency, dominates the 
synchrony. 

Amount of Misfoning 

There is one parameter whose effect seems a priori obvious, namely, the amount of 

mistuning of the mistuned harmonics. When the mistuning is zero there is no basis for 

discrimination -the two tones are identical. One expects that the greater the mistuning, 

the more distinguishable the tones should become and the higher the percentages of correct 

responses in the forced-choice task should be. The experimental test of this idea used a 

200 Hz tone with seven harmonics of equal amplitude at an overall level of 40 dB SPL. The 

duration of the tones was 50 ms. The fourth harmonic was mistuned, and the amount of 

mistuning was a parameter. As expected, increased mistuning led to improved detection. 

However, the detectability showed a plateau at a mistuning of 20 Hz, corresponding to 

one synchrony cycle (20 Hz x 50 ms = 1). Similarly, when the duration of the tones was 
reduced to 30 ms, the detection plateau occurred near 33 Hz. Autocorrelator models, such 

as the tuned autocorrelator model (Hartmann, 1986) or the summary叫 ocorrelogramof 

Med dis and Hewitt, (1991 a, b) are capable of predicting the plateau at one synchrony 
cycle. 
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The Tone Duration 

A prediction of the autocorrelator models is that if one does an experiment with the 

amount of mistuning held constant and the tone duration varied as a parameter, some 

oscillatory behavior might appear, corresponding to synchrony cycles. Apart from this 

autocorrelation model, there is no reason to expect anything other than a monotonic im-

provement in performance with increasing tone duration. 

The experiments to test the role of tone duration were identical to the experiments 

above except that the amount of mistuning of the fourth harmonic was fixed at 20 Hz, 

and the tone duration was varied. On the basis of the model one expects a plateau in the 

region of 50 ms, and that is just what the detectability data showed. In some cases, the 

data actually had a local maximum at the duration of a synchrony cycle. 

EVIDENCE FOR TUNED CHANNELS 

If it is accepted that mistuned harmonics are segregated from the background on the 

basis of synchrony anomalies, it remains to discover the locus of those anomalies, whether 

they occur in tuned channels or at a site that looks across all tuned neural channels. We 

have studied the question of tuning with two kinds of mistuned harmonic experiments, gap 

experiments and interference experiments. Both of them are of the discrimination type. 

The gap experiments test the idea that a mistuned harmonic is segregated because 

it fails to exhibit a common synchrony with its neighbors in the same tuned channel. If 

the neighbors are removed there would no longer be any basis for judging the synchrony 

within the channel. Gap experiments were done with a mistuned fourth harmonic in which 

the third harmonic, or the fifth harmonic, or both were missing. The data showed that 

missing neighbors, especially a missing third harmonic, caused a marked decrease in the 

detectability of the mistuned fourth. 

The interference experiments attempt to interfere with the detection of a synchrony 

anomaly, caused by a mistuned target harmonic, by some other mistuning, which also leads 

to a synchrony anomaly. Specifically, the task was to detect a mistuned sixth harmonic, 

mistuned by a small amount on one of the two intervals, in the presence of a mistuned 

second harmonic, mistuned by a large amount on both intervals. The data showed a small 

decrement in detectability of the mistuned fourth caused by the interference of the mis-

tuned second. Considerably greater decrement occurred when the interfering mistuned 

harmonic was changed to the sixth. By contrast, interference from a mistuned eighth was 

negligible. Thus, interference exhibits tuning, suggesting that synchrony is evaluated in 

tuned channels, indicating auditory filtering. Both the gap experiments and the interfer-

ence experiments suggest a filter with a high frequency slope that is considerably steeper 

than the low frequency slope. 
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CONCLUDING DISCUSSION 

The perceptual operations of integration and segregation can be approached in terms 

of both tonotopic spectral template fitting models and neural synchrony timing models. 

The mistuned harmonic experiment gives considerable evidence to support the idea that 

listeners segregate mistuned harmonics on the basis of anomalies in neural synchrony. 

The rapid decline in the ability to detect a mistuned harmonic with increasing frequency 

parallels the loss of sy:n.chrony in the mammalian ear as observed in physiological studies. 

The nonmonotonic dependence of detectability on signal level parallels the dependence of 

multiple synchronies observed physiologically. Structure in the dependence of detectability 

upon the amount of mistuning and the duration of the stimulus can both be understood 

from an autocorrelation model for synchronous neural spikes. By contrast, the tonotopic 

template fitting models do not account for the above effects. To the extent that the 

mistuned harmonic experiment is a representative segregation operation, neural synchrony 

is an important part of the integration and segregation of the complex tones in music and 
speech. 

Mistuned harmonic detection experiments employing spectral gaps or interfering tones 

suggest that neural synchrony is evaluated in tuned channels. This means that synchrony 

anomalies caused by a mistuned harmonic are recognized by comparison with only a small 

set of neighboring harmonics. The experiments do not suggest that there is an overseer that 

scans across the entire tonotopic axis. Ultimately, of course, there must be some process 

that combines the information from different tuned channels to form the integrated entities 

that we recognize as music and speech. The mistuned harmonic experiments, however, 

indicate that there is preliminary synchrony evaluator that is tuned. On the other hand, 

a long series of experiments on the pitches of mistuned harmonics, none of which was 

discussed in this paper, appear to be suggesting that mistuned harmonics are act叫 ly

perceived with respect to the entire background of the other harmonics in the complex. 

In fact, the most straightforward explanation for the recent pitch results lies in a model 

that resembles a template :fitting model (Lin and Hartmann, 1994). The resolution of the 

detection data with the recent pitch data must await another time, another workshop, and 

another paper. 
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ABSTRACT 

For many tasks in speech signal processing it is of interest to develop an objective measure that 

correlates well with the perceptual distance between speech segments. (By speech segments we 

mean pieces of a speech signal, of duration 50-200 milliseconds. For concreteness we will con-

sider a segment to mean a diphone.) Such a distance metric would be useful for low bit rate 

speech coders because perturbations introduced by such coders typically last for several tens of 

milliseconds. It would also be useful for automatic speech recognition on the assumption that 

mimicking human behavior will improve recognition performance. Yet a third use for such a met-

ric would be to define a just noticeable difference for diphones (a "phonenlic" JND). (If a diphone 

is perturbed, how far from the original must the perturbed diphone be, in order to be perceived as 

a different diphone?) In this talk we will describe our attempts at defining such a metric. 

I. INTRODUCTION 

This paper is concerned wi由 psychoacousticalexperiments relevant to由eperception of speech. 

In the past, such experiments have been concerned wi由由eperception of what we may call 

"fr皿 elevel" properties, 由atis, properties由atcan be derived by examining speech tl1rough a 

short (20-30 millisecond) time window. Typically tl1ese experiments are concerned wi由 (a)

masking of steady state signals by o由ersteady state signals (e.g., masking of tones by noise, 

noise by a tone, etc.); or (b) measurement of由ejust noticeable difference (IND) of some steady 

state property (e.g., JND for狙nplitudeor pitch of a tone, JND for formant frequencies, etc.). 

Speech, however, is a highly nonstationary signal, and it is not at all clear how masking proper-

ties and JND's change due to this nonstationarity. Therefore由esestudies are of limited applica-

tion to problems such as speech coding at low bit rates and automatic speech recognition. Almost 

all progress in由eseareas has come from application of signal processing techniques, with little 

help from psychophysics. 

In this paper we will describe our attempts at improving由issituation. We will consider psy-

chophysical experiments involving "segment level" properties, where by segments we mean 

pieces of speech signals wi由durationsof由eorder of 50-200 milliseconds. For concreteness we 

will consider diphones, al由oughlonger segments could be studied by similar me由ods.The main 

problem we will address here is由ederivation of a "perceptual distance" between two such seg-

ments of (in general) unequal duration. Useful measures of distance between two speech signals 

have, of course, been proposed in由epast. Our point of view is different, however, in由atwe 

would like由edistance to have perceptual relevance. 

A measure of tl1e perceptual distance would be of interest in its own right. It would also have 

practical applications. For instance, perturbations introduced by low bit rate speech coders extend 

over segment Ieng由intervals.T11e design and evaluation of such coders should therefore benefit 

from tl1e derivation of a perceptual distance of由etype considered here. Also, we believe由ata 
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perceptual distance would provide a robust measure for automatic speech recognition. 

Our approach to tl1e problem may be described briefly as follows: The paradigm used is tl1e Diag-

nostic Rhyme Test (DRT). The word pairs in由eDRT are modified by interchanging judiciously 

selected time-frequency regions (tiles). This modified database is used in由estandard DRT, and 

tl1e error patterns induced by tl1ese changes are recorded. The same DRT is由ensimulated by an 

array of speech recognizers based on a parametric distance function. The parameters are opti-

mized so as to mimic tl1e error patterns of the human subjects. In tl1e following sections we will 

describe tl1ese steps in somewhat greater detail. 

In Section II we will summarize tl1e DRT paradigm, which is well known as a tool for tl1e evalua-

tion of speech coders. We will also describe tl1e way in which we simulate tl1e paradigm by 

replacing the human subjects by an array of automatic speech recognizers. In Section III we will 

describe tl1e interchange of time-frequency tiles alluded to above. This "tiling" experiment has 

also been described in a recent paper, so we will only summarize it briefly. Finally, in Section IV, 

we will discuss the optimization procedure and tl1e degree of success achieved by由esimulation 

in mimicking human error patterns. 

11. THE DIAGNOSTIC RHYME TEST (DRT) 

Psychophysics 

For the psychophysical paradigm we have chosen the DRT, which was first suggested by Voiers 

[8], and which has been in extensive use for evaluating speech coders. We will discuss our 

reasons for this choice after fast describing the test. 

In the DRT, Voiers uses 96 pairs of confusable words spoken by several male and female speak-

ers. All the words are of the eve type, and the words in each pair differ only in the initial conso-

nant. [More recently, Voiers has assembled another database in which the words in each pair dif-

fer in the final consonant. The corresponding test based on this database is termed the Diagnostic 

ALliteration Test (DALT). Yet a血rddatabase has been rece叫 ydeveloped in w屈chthe words 

are of the vev type, and the words in each pair differ _only in tl1e medial consonant. The corre-

sponding test is termed the Diagnostic Medial eonsonant Test (DMeT). In our experiments we 

have used the DRT and DALT, but have not yet utilized the DMeT. In this paper, to avoid repe-

titious statements, we will describe the experiments in terms of the DRT. All statements apply, 

with obvious modification, to tl1e DALT and DMeT as well.] 

The target diphones (initial for DRT, final for DALT and medial for DMCT) are equally dis-

tributed among six phonemic distinctive features (16 word pairs per feature) and among eight 

vowels. T11e feature classification follows the binary system suggested by Jakobson, Fant and 

Halle [5]. The dimensions are voicing, nasality, sustension, sibilation, graveness and compact-

ness, and the target consonants in each pair differ in t11e presence or absence of one of tl1ese 

dimensions. An explanation of these attributes, as well as the complete list of words for the DRT 

and DALT may be found in [2]. 

The database is used in a very carefully controlled psychophysical procedure. The listeners are 

well trained and quite familiar with tl1e database, including the voice quality of the individual 

speakers. A one interval two alternative forced choice paradigm is used. A word pair is selected at 

random and displayed as text on a screen. One of the words in the pair (selected at random) is 

next presented aurally, and the subject is required to indicate wluch of the two words was heard. 

The procedure is repeated until all the words in tl1e database have been presented. The errors 
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made by由esubjects are recorded and may be analyzed in various ways, as discussed in Section 

IV. 

The conditions of由eparadigm are such that the subject is given as much of the "cognitive" infor-

mation about tile stimuli as possible, so由at由eerrors may be attributed entirely to the peripheral 

processing in tile auditory pa由way.This is tile aspect of perception tllat we are interested in. And 

the fact that the DRT allows us to focus on it, is the main reason for our choice of tllis paradigm. 

Simulation 

As mentioned above, the subject is given as much of the cognitive information about the stimuli 

as possible. We make由eassumption that the subject is able to utilize tllis information. Thus, 

when presented with an utterance to be identified, the subject is able to process it through two 

models (one for each word in the pair displayed visually) and choose the one judged closest. To 

simulate the DRT, therefore, we implement an array of automatic speech recognizers, one for 

each pair of words in the database. The unknown utterance is examined by由eappropriate 

recognizer and scored by the models for each of its two words. The utterance is classified as the 

word whose model gives由ebest score. 

This me由odof simulating由eDRT has been described in [3], and the reader is referred to t11at 

article for details. The particular type of speech recognizer由atwe use in由esimulation is also 

described in a recent血 cle[ 4], so we will not describe it in detail here. Suffice it to mention由at

由erecognizer comprises Hidden Markov Models wi由nonstationarystates, where each state is a 

template of a diphone. When used in由eDRT, the recognizer is essentially a recognizer of the 

initial diphone, since由esecond diphone of the eve is identical for由etwo words in each pair. 
Thus correct recognition occurs if and only if由einitial diphone of the utterance is closer to the 

model for the initial di phone of the correct word than to the model of the other word of the pair. 

The errors made in tllis simulation are entirely governed by the definition of distance between the 

test diphone and the model diphone. This distance may be defined in parametric form in a variety 

of ways. Our definition is as follows: Define a diphone as a sequence of feature vectors —one for 
each frame. Our choice of feature vector is a 30-dimensional EIH with ERB-rate bin allocation 

[l]. Let X三[X 1 , X 2 , ・ ・ ・, X N] and S三[s1, S2, ・ ・ ・, S叫 bethe sequences of feature vec-

tors for the test utterance and the template (or state), respectively. For the template we define two 

matrices: Mc for the consonant, and M v for the vowel. In terms of Mc and M v we define the dis-

tance between two vectors x and s as 

d(x, s) = (x-si M1 M(x-s) 

where M is replaced by Mc ifs is in the consonant portion of the template, and by M v if it is in 

the vowel portion. With this definition of distance between vectors, the distance between tl1e 

sequences X and S is defined as 

M 

D(X,S) = nlin L d(x,,(m) , s砂
n(m) 1 

This is由eusual Dynamic Time Warp (DTW) distance, except for tl1e introduction of tl1e matrices 

M. 

The matrices Mc and Mv may, in general, be different for every template. Tl1is, however, is not 

feasible. Note that由etotal number of di phones is on the order of 2000 in English. Even the num-

ber of diphones in由eDRT and DALT is 192. We由ereforerestrict the number of matrices by 

using tl1e same sets for diphones with "similar" properties. At present we group toge由er
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consonants into six categories (bilabial, labia-dental, dental, alveolar, palatal and velar) and the 

vowels into four categories (low back, high back, low front amd high front). This gives us 24 

classes of diphones, and we assign a set of matrices to each such class. 

We also have the freedom of choosing the structure of the matrices Mc and M v. Again, it is not 

feasible to use full 30x30 matrices. We have tried diagonal and tridiagonal structures for them. 

When all the parameters in all the matrices have been specified, the definition of D gives us a 

parametrized distance which depends on the template (or state). The choice of parameters is opti-

mized so as to match the error patterns of the simulated DRT to the error patterns of the human 

subjects, in the experiments to be defined in the next section. 

III. THE TILING EXPERIMENT 

The psychophysical experiment used in our search for the perceptual distance is what we call the 

"tiling" experiment. Details of由isexperiment may be found in [2]. Briefly, we divide the time-

frequency plane into non-overlapping regions called "tiles" that cover the target diphone in each 

p叫rof words in the DRT (or DALT). Ideally, one should use many small tiles, but the experi-

ments become increasingly time consuming and expensive with increasing number of tiles. From 

considerations of feasibility, we decided that we could use six tiles. The six regions were chosen 

as illustrated in Fig. 1. 冗 eselection was made on the basis of the following rough reasoning: On 

the time axis a break at the boundary between the C and V is an obvious choice. The break at 1 

kHz is suggested by the known change in the properties of nerve firings at approximately由is

frequency. The break at 2.5 kHz corresponds roughly to the upper li血tof the second formant fre-

quency [7]. 

We interchange a tile (or some combination of tiles) between the target diphones of each pair in 

the database, as illustrated in Fig. 2. A total of 14 different distorted versions of the database are 

created in tlus way. Each of these versions is used in both the psychophysical and the simulated 

DRT, as described in Section II. The error pattern induced by each of these distortions is 

recorded. Some examples of the patterns of errors along the Jakobson, Fant, Halle dimensions 

are shown in Fig. 3. 

IV. THE OPTIMIZATION 

Let us denote by M the set of all tl1e parameters entering the 24 sets of matrices Mc and M v 

defined in Section II. Starting with a trial set of parameters, 由eerror patterns for the simulated 

DRT are computed for each of the distorted databases of the tiling experiment described in t1記

last section. The parameters are optimized so as to 1頂nimize由edifference between human. and 
machine performance. 111-is difference is measured by a cost function , C, defined as tl1e squared 

difference between the human and machine errors, accumulated over all 14 DRTs witl1 tl1e 14 

tiled versions. Thus 

C = L L (h1i-m1J2, 

where hti and mti are the errors made by the human and machine respectively, for the i-th dimen-

sion and the t-th tiling. In order to make Ca continuous function of the parameters M, a "soft" 

definition of error is used. Thus if a test di phone is at a distance D 1 from the correct model, and 

at D2 from由eincorrect model, then the soft error es is defined as 
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es = 

-5 -

l+arctan [ k (D1 -Dz)] 

2 

As k becomes large es approaches O if由etest is closer to由ecorrect diphone, and 1 if it is closer 

to由eincorrect diphone. 

Since it is not possible to analytically compute由egradient of由ecost function C, we use a 

gradient-less optimization procedure. The one we have chosen is由esimplex me由od[6]. 
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Figure 3(b). Human performance on the ORT daはbase,

under interchange of each frequency band over the entire 

diphone. Toe upper left plot is a sumn1ary of the other 3 

plots, with the confidence-interval bars omitted. Tl1e 

abscissa is as in Fig. 3(a). The ordinate is termed 

"△ switch", since it represents the additional number of 

switches, relative to the baseline version, that occured due 

to the particular interchange operation. Note that the line 

connecting the measurements is only for display purposes, 

to enable the reader to distinguish between error patterns 

that belong to a particular interchange condition. The 

upper right plot shows the amount of△ switch, in percent, 

under interchange of the 0-lkHz band. Toe lower left plot 

is for the 1 kHz -2.5 kHz band, and the lower right plot is 

for the 2.5 kHz -4 kHz band. Notice that Voicing and 

Nasality are strongly correlated with the fi江stfrequency 
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The temporal structure of speech sounds appears to be very important for 

speech perception; e.g., the voice onset time, communications through telephone, 

communications with the cochlear implant. In this workshop, quite a few 

psychoacousticians have well demonstrated that the temporal structure of sounds is 

essential for our auditory sensation, typically for pitch extraction. So, I will discuss 

about the pitch extraction from a neurophysiological point of view and show you 

neurophysiological correlates to indicate how and where an integration of temporal 

and spectral information .takes place in the central auditory system. The perception 

of the missing fundamental (fO) generated by combined successive higher 

harmonics is a well known example for pitch sensation created by temporal 

information, temporal pitch rather than spectral information, spectral pitch 

(Seebeck, 1841; Schouten, 1938; Fig. 1). Although the phase-locked neural firings 

corresponding to the temporal pitch exist in the temporal discharge pattern of the 

cochlear nerve fibers (Delgutte, 1980), it has been believed that the missing ill is 

created not by the peripheral but by the central auditory system (Moore, 1989). The 

fact that a low fD and successive higher harmonics without the ill create the same 

pitch sensation implies that we may have a neuron in the central auditory system 

which is responsible for both spectrally and temporally created pitches. In other 

words, the temporal pitch and the spectral pitch are likely to be co-place-coded in the 

central auditory system. Indeed, human lesion studies have suggested that the 

primary auditory cortex (AI) may play an important role in the perception of the 

missing ill. Patients with an impaired AI area have difficulties in perceiving the 

missing ill. However, those who have a lesion in the temporal lobe but an intact AI 

area do not show problems in perceiving the missing ill (Zatorre, 1988; Bharcha et 

al., 1993). More, a recent auditory-evoked magnetic field study has indicated that 

both a combination of successive higher harmonics without the ill and the fD itself 

are processed by the same area in the auditory cortex of humans (Pantev et al., 

1989). However, neuronal or cellular evidences have not been shown, previously. 

The Japanese monkey is reported to have a similar missing ill sensation as 

humans (Tomlinson and Schwarz, 1988). Recent studies of our laboratory have 

demonstrated that the neuron in AI of the Japanese monkey, whose best frequency 

is the ill (~500 Hz), appears to be also sensitive to the missing ill generated by 
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successive higher harmonics (Fig. 2). However, the AI neuron does not respond to 

these higher harmonics themselves when they are presented alone (Fig. 2). In other 

words, the spectral pitch and the temporal pitch are evidently co-place-coded in AI. 

(Riquimaroux and Hashikawa, 1994). The synthesized sound made of the successive 

higher harmonics (H condition) has a periodicity in the amplitude envelope 

corresponding to the fD (Fig. lB). Thus, the periodicity of the sound amplitude might 

have an important role for the temporal pitch. However, despite having the identical 

periodicity in the amplitude envelope, the sound made of successive higher 

harmonics of the same fD but of very high frequencies would little excite the same 

AI neuron (Fig. 2B). So, the periodicity in the amplitude envelope may not be the 

only parameter that controls the temporally created pitch. Also, the higher 

harmonics appear to have to be within a certain frequency range to generate the 

same pitch as the fD. This limitation for the absolute frequency of the higher 

harmonics is similar to the tendency observed in previous human psychoacoustical 

studies (Zwicker and Fastl, 1990; Fig. 3). Further, the AI neuron is much less 

sensitive to a combination of shifted successive higher harmonics (SH condition) 

with the same spacing frequency as the missing fundamental case (Figs. 4b, 5B and 

6). Actually, the periodicity of the amplitude envelope of the SH condition is the same 

as the H condition. Different from the H condition, we psychoacoustically do not 

perceive the fD pitch with the SH condition. Thus again, the periodicity of the 

amplitude envelope may not be the only essential component to produce the 

temporal pitch although periodicity sensitive neurons have been found in the 

inferior colliculus (Langner, 1988). It is hard to conclude only from these data but 

the autocorrelation in temporal structure might play a role for the temporal pitch 

extraction. The data imply that the temporal pitch is generated in the central 

auditory system not in the cochlea and integrated with the spectral pitch to the exent 

shown here above the inferior colliculus and at or below the AI. More, the missing 

印 pitchcan be created by a dichotic presentation (Houtsma and Goldstein, 1972). So, 

it would be of great interest to see how AI neurons behave when odd higher 

harmonics are presented to one ear and even higher harmonics are given to the 

other ear (Fig. 5E). How the H condition with a low-pass masker (Fig. 5D) can create 

an intact missing fD pitch is still unknown. 
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Comments on three considerable questions in a biological 

framework for speech perception 

Masato Akagi 

School of Information Science 
Japan Advanced Institute of Science and Technology 
15 Asahidai, Tatsunokuchi, Ishikawa 923-12, Japan 

1. What are considerable questions? 
At the end of the first day of the workshop, Dr. Ghitza concluded the first day 

discussions and presented the following considerable questions to construct an effi~i~nt 
relationship between psychophysics and speech processing, such as speech recogmt1on 
and coding. 
1) What objective criteria can represent the merit of auditory models? 
2) What method or model can treat an entity of 200 ms or more? 
3) How do we deal with "speech-pitch", rather than dealing with "music-pitch"? 
I am trying to offer some comments on questions (1) and (2) above and to 

provide an article that describes the relations between temporal fine structures and 
sound segregation techniques from the engineering viewpoint. 

2. What ob・ective criteria can remesent the ment of auditorv models? 
Although, recently, the merit of auditory models is being measured by the use 

of HMM or DTW in the speech recognition stage, what do the people who are using 
such kind of criteria measure? If these auditory models are to be used for the front-end 
of a speech recognizer and the merit of the auditory models is evaluated only for HMM 
and DTW, this measure may be sufficient for objective criteria. However, if we want to 
use these models for the front-end of a speech coder, who will guarantee its 
performance? 
I propose that we investigate which physical values are emphasized by using 

auditory models and whether the physical values are useful or not for each applicati?n. 
Prof. Stern showed us that a cross co汀elationmodeling human binaural percept10n 
works well to increase the signal-to-noise ratio (SNR) and an increase of SNR is useful 
for recognizing unclean speech. This is a typical case. 
These solutions might be incorrect for psychologists or physiologists. Their 

primary purpose is to model auditory systems as faithfully as possible, and is not to 
extract useful values for applications. Thus, they integrate non-linear stages into the 
models. Prof. Meddis introduced some interesting physiological models of auditory 
perip~ery. !hese models are faithful models for auditory physiology and have some 
non-lmeanty. I agree that faithful models are necessary and useful for 
psychological/physiological research. We have to consider, however, that significant 
articles for psychology and physiology are not often equally significant for engineering. 
Let us focus on speech coding as an application. It is significant, in this 

ap~lication, to extract physical values which represent speech characteristics well and 
which are handled easily. Dr. Slany showed us some simulated results of reconstructed 
speech waveforms from cochleagrams. This result is an example well resolved. 
However, in general, the more the non-linearity increases, the more difficult the 
reconstruction is. If physical values through complex models are very useful, we shall 
use these models for coding and do our best to reconstruct waveforms. If not, the 
reason why we have to use auditory models becomes ambiguous. 
Thus, I will point out some candidates of objective criteria concerning 
0) how we construct a faithful auditory model, 
1) what physical values are modified in each stage of the model, 
2) what physical values are emphasized through the whole model, and 
3) whether the physical values through the model are useful for a certain application. 
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It is significant to evaluate the output of the model before rashly applying it to any 
applications. 

3. What method or model can treat an entit of 200 ms or more? 
It seems common that physical values analyzed from speech waves are different 

from the psychophysical results perceived from those speech waves. Therefore, we 
have to construct a model dealing with not physical values but psychophysical values. 
Dr. Ghitza introduced an interesting paradigm. He showed us the difference between 
physical and J?Sychological distances and an implementation of psychophysical 
measurements mto a learning method for the parameters of a speech recognizer using 
diphons. This is one of the useful trials for filling up gaps between physical and 
psychophysical values. 
As an example, how do we deal with the relations between objective phonemes 

and pre-and/or post-phonemes? Previous research[1][2] has shown that 
psych_ophysical values are very different from physical values, as shown in the Fig. 1 
case m which the physical values of the shadowed areas are the same, but the 
psychophysical results shift toward the opposite side of the adjacent phonemes by 
contextual effects. However, I have not seen recent analysis methods to treat these 
phenomena. 
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Figure 1. (a) Isolated synthesized vowel and (b) synthesized vowel with pre-and post-
phonemes (vowel: filled line and broken line, and single-formant: filled line only). 
Subjects perceived the Fl of (b) higher than that of (a), when the Fl of the adjacent 
phonemes are lower than that of the central vowel. 

Until now, analysis of speech waves for speech recognition and coding has 
handled each short term frame, in which the characteristics of the speech wave are 
assumed to be stable. The length of the frame is 20 ~ 30 ms. Thus, if we model the 
above article in this situation, we have to represent relations of inter-frames. HMM 
might be a typical method and describe such relations implicitly. But, we can not 
observe how HMM modifies differences between physical and psychological values. 
Thus, we have to look for other methods to describe the relations of intra-

frames covering two or more phoneme lengths (200 ms or more) explicitly, and we 
have to construct new useful models for applications such as speech recognition and 
coding. The psychophysical effects which appear in such a frame length are masking, 
the contextual effect between phonemes, etc. Some researchers are studying these 
articles [3] [ 4]. 
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4. Relations between tern oral fine structures and sound se re ation 
Let us consider the mo~elin~of sound segregation. Previous research has 

indicated that sound onset/offset 1s a significant cue for sound segregation. Dr. Carlyon 
and Prof. Hartmann showed us that difference in fundamental frequencies (FO) and the 
relations of their harmonics are also significant cues. Dr. Cooke introduced a speech 
enhancement model in a noisy environment using onset/offset, and the relations of FO 
harmonics extracted in a sound-spectrogram. Other models for the same purpose are 
also almost totally formulated in sound spectrograms. 
This raises a question. Why did we use only sound spectrograms? Sound 

spectrograms are us叫 lycalculated by using the DFT, or a squared sum of filter bank 
output values and the DFT, or the squared sum of filter bank output values is one of the 
averaging operations in each analyzed frame. Thus, as Dr. Patterson pointed out, it 
happens that the perception of damped and ramped sinusoids is different even though 
their long term sound spectrograms are the same. This finding suggests that temporal 
fine structures are significant and that the sound spectrogram reduces such information. 
Additionally, Prof. Yost showed that the perception of iterated ripple noises is the same 
when the first peaks of the autocorrelation function are the same, although their sound 
spectrograms are different. This finding also suggests that the sound spectrogram is not 
useful for constructing auditory models. 
On the other hand, there is much useful data in the time domain. For example, 

let us assume s(t) as the output of a band-pass filter (BPF) of a filterbank when two 
sounds go through it simultaneously, 

s(t) = A(t)sin⑪ + B(t)sin(のt+¢)

= C(t)sin(邸+0(t)) 

C(t) = ✓ が(t)+ 2A(t)B(t)cos¢+が(t)

0(t)~arctar{ B(t)sin¢) 
A(t)+B(t)coscp' 

where A(t) and B(t) are modulated amplitudes of two sounds, の isthe center 

frequency of the BPF, and¢is the phase difference between the two sounds. In the 

equation, C(t) is related to sound spectrograms and we almost use C(t) only for sound 

segregation. However, 0(t) also has much information about each sound. For 

example, the peak sequences of s(t), tn and tn+I'are deviated as a function of A(t) and 

B(t), and the distance between the two peak positions is 

tan[の(t,,+l―t,,)-2叶=tan[ 0(tn+l) -0(tn)] 

（虹B,,—凡B,,+1)sin¢
一人A,,+I+ (土戊+A,,B,,+1)cos<p + B,,Bn+I 
where A,, = A(t,,)バn+l= A(t,,+1), 凡=B(t,,) and Bn+I = B(t,,+1)-

These might be related to the deviation from "phase-lock" and we can reconstruct A(t) 

and B(t) from s(t) by using these equations[5][6]. 
Thus, as Prof. Patterson pointed out, we should also pay attention to temporal 

structures for the modeling of not only sound segregation but other interesting 
psychophysical and physiological things. 

5. Conclusion 
Until now, I have never heard that any psychophysical and physiological 

models of human audition work better than engineering techniques such as DFf, LPC 
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and Cepstrums, except for some models of auditory periphery in noisy environments. 
However, recent! development of engineering techniques seems to be stagnant. 
Investigations about HMM also seem to have seen their golden days. 
Thus, we have to find new breakthroughs in speech processing technology. I 

believe that knowledge and findings from psychophysics and physiology will help us 
to overcome this recent stagnation. 
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What is needed in the computational approach to 

auditory perception? 

Makio Kashino 

NTT Basic Research Laboratories 

3-1, Morinosato Wakamiya, Atsugi 

Kanagawa 243-01, JAPAN 
E-mail: kashino@av-hp.ntt.jp 

The computational approach, which has been a fairly successful contrib-

utor to the field of vision research during the past 10 years or so, is being 

introduced into the field of hearing research. In this ATR workshop, several 

pioneering studies were reported along this line. I would like to make some 

comments on what I believe is needed in the computational approach to 

auditory perception. 

1. What is the computational approach to perception? 

The word "computational" has been assigned various meanings in hearing 

research. Some people have used the term to refer to "a model described 

by mathematical formulas," while others use it to refer to "a simulation 

using a computer." However, David Marr, who established the computa-

tional approach in vision, used the term in a more restricted sense (Marr, 

1982). He distinguished three levels in the understanding of information 

processing. "Computational theory" is the first level, which clarifies what 

is computed and why in a given process. In other words, the computational 

theory specifies inputs (givens), outputs (goals), and constraints to yield a 

unique mapping function between the input and output. The second level is 

a level of "representation and algorithm," which chooses a representation for 

the input and output and a procedure for transforming one into the other. 

The final level involves the "hardware implementation" of the representation 

and algorithm. 

According to this distinction, most "computational" studies conducted 

in hearing research are not actually based on computatio叫 theory.Rather, 

they are at the level of algorithm or implementation. In other words, they 

are more "experiments of performance" than "theories of competence" of 

the auditory system. I do not mean to suggest that studies of algorithm or 

implementation are without merit. Indeed, they are important because they 

enable us to examine otherwise unrelated data using constructive methods. 

I would simply like to point out that experiments of performance are not 

sufficient to understand information processing. For example, suppose we 

were trying to understand the operation of an AM radio receiver. We恥 da

variable capacitor and a coil in it, and we measure them. By analyzing the 

connections, we also find that these two devices make a variable bandpass 

filter. Finally, we successfully program on a computer a "front-end model 

of a radio receiver" that works in exactly the same way the actual one does. 

However, this is not enough. To understand what the variable filter is for, 
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we have to know how AM radio broadcasting works. Then, we would be able 

to understand that it is not essential to use a variable capacitor or a variable 

induction coil, and we would be able to predict that a rectifier should follow 

the filter to extract the amplitude envelope. 

To return to the main topic: Most current auditory models are not based 

on computational theories of auditory perception, but on physiological or 

psychophysical data. To simulate performance is one thing; to understand 

competence is quite another. 

2. The goal of auditory perception 

The first step toward understanding the competence of the auditory system 

is to clarify its goal. Marr (1982) stated that the final goal of the vis叫
system is to recover the three-dimensional structure of the real world from 

the two-dimensional retinal image. Many systematic studies have been gen-

erated by assuming that each sub-process of the visual system should be 

appropriate for this purpose. Now, what is the goal of the auditory system? 

The answer may be to determine from the acoustic signal reaching our 

ears, what acoustic events are occurring and where. Recent researchers on 

"auditory scene analysis" seem to recognize this point well (Bregman, 1990). 
However, it is not well understood what kinds of sub-processes are required 

to achieve this final goal. Studies of auditory scene analysis have focused on 

the problem of how to group and segregate frequency components when two 

or more acoustic events are taking place simultaneously as is often the case 

in the real world. This line of research may be able to address the problem 

of restoring missing portions of acoustic signals. However, other problems, 

such as perceptual constancy for example, have received little attention. The 

problem is how to recover sound source information despite the fact that the 

acoustic signal reaching the ears is modified considerably by room acoustics, 

telephone frequency response, and so on. Additionally, the identification of 

acoustic events (recovering the method of producing the sound, the material, 

size, shape, etc.) is also one of the important but unexamined roles of the 

auditory system. The first step of the computational approach to auditory 

perception is to formalize such problems. 

3. Constraints of auditory perception 

Auditory perception may be thought of as a process of solving inverse prob-

lems of acoustics. Most such inverse problems are ill-posed problems in 

which the solution is not unique. Despite this, we usually experience only 

a single percept, suggesting that our auditory system does its computation 

using some implicit assumptions (constraints). To regularize ill-posed prob-

lems by imposing constraints is equivalent to minimizing some cost functions 

(Poggio et al., 1985). The question then becomes: what kinds of constraints 

are used by the auditory system? 

One may think that the auditory system uses laws that hold for acoustic 

events in general (ecologically validity) as constraints. If so, we need to 
know in detail about the physical nature of acoustic events in the real world 
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(Richards, 1988). In studies of auditory scene analysis, several heuristics 

of grouping frequency components have been proposed. Though some of 

them intuitively appear ecologically valid, they are not based on a rigorous 

analysis of acoustic events, nor are they based on a theoretical analysis of 

their potential to regularize ill-posed problems. 

4. Problems of representation 

In the computational approach, the representation of information is essen-

tial. For instance, though both Roman and Arabic numerals can represent 

numbers, Arabic numerals are much more convenient in the process of mul-

tiplication. I would now like to comment on problems of representation in 

current auditory research. 

First, it is rare for the problems of representation to be treated theoreti-

cally. For example, there are many studies of frequency "representation" in 

the auditory periphery, but most of them are a simulation of physiological 

or psychophysical data. Researchers seldom ask why information must be 

represented in a specific way. It is important to examine what aspects of 
the acoustic signal include important features of acoustic events, or what 

kinds of information should be explicitly represented to make the following 

processes easy. Specifically, the process of representing dynamic aspects of 

acoustic events will be a central topic of auditory perception. In this work-

shop, it was intriguing to see several speakers report psychophysical evidence 

indicating that the auditory system actually uses temporal representations 

in the perception of pitch, timbre, and auditory entity formation. 

Second, relatively naive "isomorphism" is sometimes found in the dis-

cussion of representation. For example, one may assume that in order to 

perceive a continuous tone there must be isomorphic (in this case, continu-

ous) neural activity somewhere in the auditory system. However, the same 

information can be represented equally by transitional activities of onset and 

offset. Representation of an acoustic event does not have to be isomorphic 

to the acoustic event. Indeed, isomorphic representations would be poor 

from the viewpoint of information processing, because, generally speaking, 

the input acoustic signal is imperfect, and at the same time, redundant. In 

order to obtain stable representations of acoustic events, it is necessary to 

restore missing portions taking advantage of signal redundancy, or to reduce 

redundancy to represent necessary information effectively. Therefore, when 

looking for auditory representation, we should analyze what kind of infor-

mation is necessary to the auditory system (to be represented explicitly), 

and how the necessary information is coded effectively. 

Acoustic signals reaching the ears reflect not only characteristics of the 

source events, but also various factors such as transducer characteristics 

(room, telephone, etc.), sound source position, and movement by the lis-

ten er. If the final goal of the auditory system is to obtain an invariant 

description of the acoustic events, various contaminating factors included 

in the input signal should be factored out during the course of processing. 

In vision, Marr (1982) assumed that a similar task is achieved through two 

stages of processing. First, appropriate representations of image structures 
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and changes (primal sketches) are obtained. Second, many parallel pro-

cesses operate on the primal sketches to get viewer-centered representations 

of the geometrical structures of visible. surfaces (2 1/2-D sketch). Finally, 

3-D representations of objects in an object-centered coor出nateframe are ob-

tained. It would be important to find the framework applicable to auditory 

perception. Again, we should be familiar with the real-world acoustics. 

5. Computational theory and empirical sciences 

Computational analysis is useful in locating psychophysical and physiologi→ 

cal studies in the attempt to understand the total system. At the same time, 

we should note that the computational approach may not lead to a perfect 

understanding of the actual biological systems, because biological systems, 

which have been developed through evolution, may not always be mathe-

matically optimal. It may be more appropriate to think of the biological 
percept叫 systemsas a "bag of tricks" that can compute roughly appropri-

ate answers quickly (Ramachandran, 1990). Therefore, empirical tests are 

crucial to our understanding of the biological perceptual systems. However, 

biological systems cannot be completely unlawful. Therefore, computational 

analysis is useful in understanding why perception is possible at all. 

6. Conclusion 

In order to understand information processing in the auditory system, it 

is necessary to formalize the problems to be solved by the system, and to 

analyze why those problems can be solved. In other words, we need theories 

of competence for the auditory system. 
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