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Abstract 

Transformed Auditory Feedback (TAF) was earlier proposed to enable the quantitative 

measurement of interactions between speech perception and speech production. This 

technical report is a collection of TAF data acquired from 1993.1 to 1994.12. It is a first 

attempt at applying TAF to investigate interactions in fundamental frequency control. 

Experiments with TAF have revealed that there is a compensatory response to funda-

mental frequency perturbations. The typical latency of this response is around 150ms in 

terms of the peak to peak distance. The experiments listed in this technical report cover 

talker dependency, pitch dependency, hemispheric dependency, EMG measurement and 

timber distance dependency. 
The data in this report is analyzed in a uniform manner. it includes 

(1) Fundamental frequency trajectories 

(2) Periodic average representations of fundamental frequencies of fed-back and produced 

speech (phonation). 

(3) The coherency of each variation frequency component. 

(4) The loop transfer function of fed-back-to-produced interactions with confidence inter-

vals. 

(5) The minimum AIC estimations of AR parameters of the fundamental frequency tra-
jetories for natural feedback conditions without artificial manipulations. 

(6) Decomposition of the estimated response into two dominant components. 

Representations from (2), (3) and (4) are averaged over separate measurements of the 

same conditions and illustrated. In addition mathematical descriptions and calculation 
procedures of all statistical values are given in detail. This allows us to estimate impulse 

and step responses to auditory stimulations. 

New findings using this set of procedures include (1) a strong but slow response around 

the 0.5Hz region and (2) the possible existence of the same response for natural speech. 

The first finding is due to a new decomposition algorithm. The validness of this decompo-

sition is demonstrated by the fact that introducing about a 500ms delay into the artificial 

auditory feedback path makes the pitch contour very unstable. 
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1 Introduction 

This technical report is a collection of analyses for data collected in several sets of TAF 

(Transformed Auditory Feedback) experiments. The important point of this report is 

that all of the data is analyzed using the same analysis procedures. TDoing so fo cource 

is not always ideal but very informative as will be shown. 

The data to be analyzed was collected from January 1993 through December 1994. 

under TAF conditions. The analysis presented in our previous report was incomplete due 

to the lack of a proper model for the Jo control mechanism and the lack of elaborated 

statistical analyses. 

2 Background: DAF and TAF 

Humans are believed to use auditory feedback information to control their way of speak-

ing .. The effects of DAF (Delayed Auditory Feedback)[31, 7] and the Lombard Effect[36] 

are good examples. Under DAF conditions, introducing a several hundred ms delay 

(typically 200ms) into the auditory feedback path, usually disrupts normal speech and 

causes sounds like stuttering. The acoustic-laryngeal reflex gives another example of 

perception-production coupling[38, 39, 40, 44], where an abrupt strong sound increases 

the fundamental frequency in a short period of time (typically 30ms), and the presentation 

of an FM modulated sinusoid induces a synchronous variation of the voice fundamental 

frequency. However, quantitative analyses of these interactions are not well documented, 

and consequently, how speech perception is integrated into speech production is still an 
open question. 

We developed a measuring technique called TAF (Transformed Auditory Feedback) to 

investigate interactions between speech perception and speech production[l 1, 13]. TAF 

enables the quantitative analysis of interactions mediated by various parametric repre-

sentations of speech[14]-[27][45, 8]. 

TAF was introduced to facilitate the quantitative measurement of interactions between 

speech perception and speech production. The basic idea behind TAF's development was 

to introduce a parametric perturbation small enough so as・not to disturb normal speech 

production but large enough to make the effects detectable. Two types of orthogonal 

functions are employed as perturbation signals to separate responses to perturbations 

from background fluctuations. One is a sinusoid and the other is pseudo random noise 

(PN) derived from an M-sequence[46, 33]. 

3 Analysis 

This section describes the method used in the following analysis. The mathematical 

background of the procedures is also described. 

The important points are summarized as follows. 

• The reliability of the analyses is improved by taking advantage of the periodic nature 
of PN sequences. 

4
 



• Responses to perturbations are represented in both the time domain and frequency 
domain. 

• Responses to step perturbations are calculated based on estimated impulse re-
sponses. 

• A method to decompose the response waveform into a set of second order responses 

is introduced. 

• A new set of procedures makes these analyses applicable to natural speech which is 

intermittent in nature. 

3.1 Periodic averaging 

We utilize a set of pseudo random signals generated using an M-sequence. The M-sequence 

itself has an averaging function and is periodic in nature. Because impulse estimation 

using the M-sequence is a linear operation, additional averaging based on its periodicity 

further improves signal to noise ratio. 

Fundamental frequency Jo and voicing probability Pv are extracted from a speech sam-

ple. Let Tp be the period of the pseudo random sequence s. Then, the periodic average 

of Ji。isde且nedas follows. 

where 

- -

fo(n) = 
ご四 fo(kTP+ n)w(kTP + n) 

~1誓」 w(kTp+n)

w(m) = { 1 (m :SN)八(Pv(m)>0)
0 (m>N)V(Pv(m)'.S0) 

(1) 

(2) 

The threshold value for voicing decision 0 is usually set close to 1 (0.95 is used in our 

analysis). This scheme allows us to analyze intermittent (or fragmented) data. The voicing 

decision function w is sometimes replaced by smoothed decision w, which eliminates very 
short segments and noisy data portions near the boundaries. 

3.2 Periodic correlation 

Let us extend the definition of Ji。torepresent its periodic counterpart. 

J。(k)=fi。(k+叫） where (n =…，-2, -1, 0, 1, 2, …） (3) 

A similar extension is色ppliedto pseudo random sequences to produces. An extended 

system impulse response his then calculated by periodic cross correlation with the periodic 

average and the pseudo random sequenceふ

1 
Tp 

刷＝ー ~Ji。(k)s(k-l)
T 
P k=l 

(4) 

However, 71 is not directly applicable for estimating the characteristics of auditory and 

speech production systems, because the Ji。trajectoriesresult from a feedback system. 

This will be discussed later. 

5
 



3.2.1 Normalization condition 

The pseudo random sequence s has to satisfy the normalization condition. 

1 
Tp 

ー ~s(k)s(k- l) = 1 (if l = 0) 
T,,~, {。。therwise

(5) 

An M-sequence with bias adjustment satisfies this condition. 

An additio叫 modificationis introduced to avoid non-linear distortion in the modula-

tion of the fundamental frequency. The original M-sequence has a period of 31 time units. 

This sequence is over-sampled 8 times. The method for oversampling and its problems 

are discussed in Appendix A. Applying an easy decision to the over sampling parameters 

makes our measurements using the PN signal unreliable in the frequence region over 8Hz. 

Note that a better PN signal is introduced in Appendix A. 

3.2.2 Data alignment 

It is necessary to align the time axis for correlations, because there is no absolute origi~in 
time. Here, the origin is set to the point where the correlation between the perturbat10n 

and the actual modulation shows maximum. The actual modulation is computed from 

the difference between fed-back speech Jo and produced speech J0. The difference is equal 

to s when there is no noise. This definition of the time origin is used throughout this 

report. 
四 =argmax{砂(n)_ hout(n)} (6) 

The aligned response is then re-defined using the maximum position. 

h(align)(k) = h(k -n~) (7) 

3.3 Intermittent data 

The power spectrum of an f,。contouris calculated by using an approximation. Normal 

speech consists of many disjoint fragments of sound energy. This makes it difficult to 

analyze frequency characteristics of the fundamental frequency contour. One possible 

way to work around this is to minimize the truncation effects introduced by intermittent 

data. In other words, it is equivalent to minimize the discontinuities at the boundaries. 
The fragmental nature of speech introduces aliasing caused by truncation. A usual 

way of working around this kind of aliasing is to use smooth window functions which 

reduce the amount of interference: But this method is not relevant with varying lengths 

of fragments. Another method, the one we selected is as follows: First, the sig叫 under

examination is equalized before truncation. Second, a frequency. analysis is performed on 

the truncated signal (based on voice/unvoice information). Then, the obtained spectral 

information is weighted by the inverse characteristics of the equalizer. These procedures 

are summarized in the following equation. 

FspeechFO = p-l F(鴫） (8) 
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where Ji。representsthe differentiated version of j0. 

This is different from the following expression, which is a straight application of a 

short-term Fourier transform. 

F 
(bad) 
speechFO =四訂a) (9) 

The truncation introduced by w smears out the original spectrum components in this 

case, because Ji。hasa high bias component. 

3.4 Periodic averaging for intermittent speech 

Periodic averagi>g also suffers from the intermittent nature of speech. The major com-

ponent is base line variation due to prosodic components. The effects of truncation are 

reduced by using the same manipulation as the Fourier transformation case. 

-=~=。 (zi誓」ん（閏 +m)面(k乃+ m) -bias) 
fo(n) = 

こ以咋」 tv(kTP+ n) 
(10) 

where the bias is set to satisfy the periodicity condition: f0(Tp) = f0(0). The simbol Ji。
represents the differentiated version of Ji。.

It is also necessary to estimate the amount of residuals. These residuals consist of (1) 
a prosodic component, (2) irregularities in vocal fold vibrations, and (3) irregularities in 
neural control signals. It is ;easonable for a first order approximation to assume that 

the residual calculated from Ji。andperiodic averaging is Gaussian white noise. The next 

assumption is that the perturbation signal has negligible power when compared with 

the innate variations. Because there is no reason to believe that a specific frequency 

component in the fundamental frequency variation will continue with a steady phase, the 

asymptotic value of the periodic component vanishes when the number of observations 

goes to infinity. Then, the residuals are approximated by the following method. 

c(n) 叩）（い）一j。(れ-Ti叶會l)

叩） (io(n) -A。い）） p) 
~ w(n)/i。(n)

(11) 

Because we assume that the observation noise is stable and time invariant, only variance 

is important to assess the accuracy of measurements in the time domain. The effect of 

periodic averaging on variation of the residual signal can be simplified to the normalization 

by the number of cycles, based on this independence assumption. The variation of the 

residual after periodic averaging is rでpresentedby the next equation. 

";2 四f=l召(k)心(k)
び＝

L 
LN/Tp」
n=O Lk=l N叫）

(12) 
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The frequency representation of residuals can be calculated using a similar expression. 

I: LN/T』
R2 = k=O Iア(EkTp仇 T)I2 

江LN=/0Tp」=咋 1- p 
(13) 

Where o n=O w(k乃+n) 

森 Tp = {s(m + kT,』}~こi
(14) 

WkTp ＝ ｛心(m+ kT)}咋ー1
P m=O 

3.4.1 Confidence interval of observation 

Because a dilated set of PN signals is an orthonormal function, variations in white Gaus-

sian observation noise are equally distributed to each component. Let N PN be the order 
of PN signals. Then, the variance of the observation after manipulation by the PN signals 

is represented by the following equation. 

2 
び

叶 N=-
NpN 

(15) 

It is also necessary to compensate the effects of band limitation in the over-sampled 

PN signals. This band limitation was introduced to reduce interactions with pitch period 
variatins in the high frequency region (lOHz or more). Let C1 be the ratio of band limited 

energy to t~tal noise energy. Then, the variance for a band limited PN signal with periodic 

averaging a2 BLPN is represented by: 

~ 2 
2 2 

(J" 

び BLPN= C戸PN=C1-
NpN 

~ 
効＝心C!BLPN

(16) 

Here, C1 plays as a correction factor for band energy reduction by the band limitation; it 
is dependent on the noise spectrum and the shape of the band limitation filter. 
Then, the confidence interval in periodic form is calculated as follows. 

(17) 

where心isa coefficient defined by ft。入13g(t)dt = f3 /2, based on the probability distribution 
function g(t) of normal distribution N(O, 1). 

3.4.2 Estimating observation noise 

In short tl fid 1 1e con ence interva is calculated from the estimated n01se variance O' BLPN・If 
we could make a better estimate of O'危LPN,the corresponding estimate of the confidence 
interval would be improved. One feasible method is described here to estimate observation 

noise with modifications by periodic averaging and by correlation analysis with the PN 
signals. 
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First of all, let us assume that the effect of perturbation is much smaller than the ob-

servation noise. Then, the pitch deviation of the produced sound is a good approximation 

of the observation noise. 

l n Tp-1 

ry(n)=-
T 
LL訓l)ん(l)s(n-k)

P l=l k=O 
(18) 

The same technique for reducing the truncation effect is also employed here; The first 

summation is the inverse function of differentiation, which is used to derive Ji。from]0. 
This procedure introduces a slowly varying component, i.e., an artifact. 

Let us derive the noise component by removing bias locally. 

叫）＝喜 (~(n)-i:::f:~1 t + k)) (19) 

The normalization factor here represents noise reduction by periodic averaging. The 

variance of band limited, correlated periodic averaged noise is then estimated as follows. 

~ 2 四f=l伍(k)
O'BLPN = 

四〗~l W 

(20) 

3.4.3 Error estimates m the frequency domam 

Similar error estimates are possible under the same independent Gaussian assumption. 

The probability distribution of a frequency component is also Gaussian under this as-

sumption. Even though the same residuals are added to the input observation and output 

observation, only the output observation is assumed to consist of noise. 

The coherency I is calculated from the power spectrum distribution of input, output 

and transfer function G. 

2
 勺

I

IGl2<I> xx 
恥,y

(21) 

沖XY門
屯~x(IGI瑾xx 十屯NN)

It is then possible to calculate the confidence interval using these estimates. The difference 
of this estimation from usual cases is that the input and the output are represented as 

periodic averages and correlated with the PN signal. These values are calculated from 

observed values in the following manner. Letぉ， y,and n be the input, the output and the 

noise, respectively, and let~ denote a periodic represe_ntation. Then, we get the foloowing. 

（咋1 )屯x:,y = F kI:=O x、(n)訓n+ k) (22) 

（咋1)
的 y = :r: kL =O iJ(n)如+k) (23) 
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(24) 

(25) 

The confidence interval in the frequency domain is represented using coherence I and 

transfer function G. First, let us represent the estimate for the transfer function in terms 

of an absolute value and phase. 

G(jw) = IG(J°w)I exp(j¢ 豆w)) (26) 

Then, the estimates of variance for the absolute value and phase have the following rela-
tions. 

喧 c::: 1012(7~ 
IG『1-笠
凱 T 予

(27) 

The denominator vVeT is 1, because a rectangular window and normalization by the 

window length are assumed in this case. We represents the correction factor of the effective 

window length and T is the nominal window length. 

If the system consists of a feedback loop, the estimates should be normalized by the 

power spectrum of feedback gain 11 -Gl2. The estimates of variance yield the following. 

2 
可Glfb

心b

Jl -GJ2 JGド(1-白
～ 

凱 T ,2 
11-0121-,2 
凱 TIGl2 笠
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The confidence interval of the gain and phase are calculated using these variances and 

the coefficient入f3・Thatis, 

珈叫Jw)

心Jb(jw)

入f3D"IGIJb(jw)

亨
入。O"q,fb (jw) 
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where入f3is the coefficient defined by Ji。入13p(t)dt = /3/2, based on the probability distribu-
Ndata -tion function p(t) of normal distribution N(O, 1), andエ=I::k=l w (k) is the effective 

data count. 
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3.4.4 Integrating data from separate measurements 

It is sometimes necessary to provide a procedure to integrate data from separate mea-

surements. Periodic averaging makes this easy. Let咋，島， and心representthe periodic 

averaged input, output and noise data from the p-th measurement. In addition, let Nep 

represent the effective length (count) of data in the p-th measurement, and M represent 

the total number of separate measurements. Then, the averaged counterparts of these 

signals are calculated taking advantage of the fact that the temporal axes are time-aligned. 

岳(n)
四~1 心(n)Nep
言~1 Nep 

(32) 

y(n) 
冒此島(n)Nep

ご此 Nep
(33) 

豆(m)
~~1 ら(m)Nep
汀pvI=l N ep 

(34) 

where 

(n = 1, ... ,I',』
(m = 1, ... , 芯）

Np 

心 =L四(n) (35) 
n=l 

The coherency for the whole measurements is calculated using these averaged values. 

First, let us calculate corresponding power specturum and cross spectrum. 

Tp-1 

¾x = F(E品（贔(n+k))

い=F(〗 1/(n)如 +k))
hv = F(E岳（疇(n+k))

Tp-1 

~= F(E厄（疇(n+k)) 
～冒贔尻N;P

(I: 芦1心）2

Then, using these averaged values, we get the estimate of coherencyぅ2as follows. 

ゆ.XYド

' 
2 
＝ — 2 
いx(IGIc[>_x_x + c[>NN) 

(36) 

(37) 

(38) 

(39) 

(40) 

In short, the integration of NI separate measurements reduces the effective noise vari-
ance 1/NI, while maintaining the other components as approximately the same. 
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Fluctuation I 
(neural signal) 
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゜
• Product． ion ／。

System 

A 

Auditory 
↓ + (perturbation) 

~ ④ I。
System ＋ 

Figure 1: A functional diagram of how measurements are made with Transformed Audi-

tory Feedback. 

3.5 Pitch control model 

A functional model of how measurements are made with TAF experiments is given in 
Figure 1 [24]. While this model is specific to Pitch perturbation, it can easily be adopted 
to other parametric perturbations. The model is based on a linear system approximation 

for small perturbations and is formulated in a discrete time system. A(z) represents the 

characteristics of an auditory system, and S(z) represents the characteristics of a speech 

production system. Additionally, two types of flirtations, fluctuations in neural commands 
n(z) and irregularities in vocal cord vibrations v(z), are added to the signals. The variable 
(z) is not explicitly denoted hereafter. 
Let j(o), j(P), and j(t) be the observed, perturbated and target fundamental frequency 

trajectories, respectively. j(0) yields the following equation: 

f(o) = SA f(P) + S 1 
1-SA 1-SA 

(f(t) + n) + V 
1-SA . 

(41) 

The coefficient for f(P) in the first term on the right hand side of this equation, is the 

value measured in TAF experiments. The correlation between the other terms introduces 
the estimation error. When there is no perturbation, only the second and third terms 
remain. Because the denominators of all of the terms are the same, TAF results and 

non-TAF results share the same pole. 

3.5.1 Loop t ransfer funct10n and feedback response 

It is possible to estimate the loop transfer function from speech perception to speech 
production when contributions from the second and the third term of Eq. 41 are negligible. 
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In fact, it is represented as an inseparable combination of these systems, G = AS. Here, 

G is the loop transfer function. The loop transfer function will be estimated from two 

responses. 

G=  
:F(伍out)

汽Tifb) 
( (42) 

Here, 炉outis the output response and砂 isthe fed-back response. The symbol (represents 

weight based on coherence I between the input and the output. For this series of specific 

experiments the weight (is defined as follows. 

((w)={l (w:S珈 (7/fs))
0 (w > 21r(7 / fり）

(43) 

The upper limit frequency of 7Hz is selected, because the effective bandwidth of the 

perturbation signal is 6.25Hz. 

The impulse response to pitch perturbation under an open loop condition is directly 

calculated by the inverse Fourier transform of G. 

h(open) = :F―l(G) (44) 

The impulse response to pitch perturbation under a closed loop condition is calculated 

by the inverse Fourier transform of the feedback transfer function which is represented in 

terms of G. 

h(close) = :F-1 (l~G) (45) 

This indicates that the response measured by TAF method is an estimate of this closed 

loop response. 

The response to a step perturbation can be calculated using these responses. For 

example, the closed loop response to a step input is estimated as follows. 

n 

心） = I:(h(close)(n) + target ） 
k=。 Tp

(46) 

In this case, the target is an appropriately assumed resting value, because the TAF ex-

periments will not give any information about steady state. If the composite system of 

speech perception and speech production can totally compensate perturbations, the target 

should be set to -1. 

3.5.2 Spectrum estimation by MAICE with AR model 

In a series of TAF experiments, the observed response to a perturbation looked like a 

single negative response. This type・of response can be modeled by an auto regressive 

(AR) model followed by a shaping filter. 

If the effects of the shaping filter are equalized, the AR model will represent the power 

spectrum of the fundamental frequency trajectory. If the major source of correlation 

in the fluctuation is of auditory origin, there should be a pole (spectral peak) in the 

frequency region where the phase component of the estimated transfer function crosses 

13 



the zero phase. If there are other feedback mechanisms, there will be other poles and 
zeros. Parameter estimation of AR models is a common technique in speech analysis [10], 

but it is note directly applicable to analyze fundamental frequency deviations, because 

there are no a-priori knowledge about the order of AR modelling of natural恥 ctuations.

A measure called AIC (Akaike's Information Criteria) can be used to determine the 

opi timum analysis order [1, 2]. The rest of this section summarizes the method to apply 

AIC for optimum determination of the order of AR models [37]. 

Let the logarithmic likelihood function of a probabilistic model f(xl0) be L(0lx), where 

x represents the observation and 0 represents the model par叩meters.Then, AIC is asso-

ciated with the maximum likelihood estimate of parameters 0 by the following equation. 

AIC = -2log (L(年）） + 2p (47) 

where p represents the number of parameters of the model. Minimum AIC Estimation 

(MAICE) is a method to estimate model parameters using the order determined as the 

one minimizing AIC. MAICE gives the best possible model within the given framework. 

Because the pitch control model suggests feedback control, an auto regressive (AR) 

model is analyzed first. A general AR model is defined by a set of predictor coefficients 

and a noise source, namely 0 = { 0:1, 0:2, …，O:m, a2}. The maximum likelihood function of 
these parameters has A on it. The log likelihood function of the AR model is approximated 

using the following equation. 

log (L(加））
n •2 n 

--log 21r<J'--
2 2 

(48) 

where 

ゲ ~~t(切ー：出x,_kr (49) 

Substituting this value into the definition of AIC, we get the following equation. 

AICAR(m) = n(log21r + 1) + n logゲ+2(m + 1) (50) 

The constant term in Eq. 48 can be ignored because it is independent of the order of the 

model. The effective amount of data n is determined as n = N -m, and the number of 

parameters p is defined as p = m + 1 for AR model estimation. 
An example of AR model analysis of a fundamental frequency trajectory is shown in 

Figure 2. The top left figure shows the power spectrum of the Jo trajectory. The top 

right figure shows AIC variation versus the order of the AR model. The bottom left figure 

shows the original power spectrum and the MAICE power spectrum. The bottom figure 

panel shows the extracted poles. 

3.6 Practical considerations in pitch extraction 

It is neccessary to introduce a post processing of fundamental frequency trajectories, be-

cause sometimes pitch extraction algorithm produces a half or a double pitch. Such jumps 

introduce sharp discontinuities in the pitch contour. The pitch extraction program used in 
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Figure 2: An example of AR model analysis of a fundamental frequency trajectory. The 

lower left plot shows the observed and the estimated spectrum by MAICE. 

our experiments was'formant'and'get-fO'procedures in ESPS system by Entropic. These 

procedures consists of an integrated post processing of pitch trajectories [41]. However, 

there still remained a double and a half pitch problems. 

For sustained vowels, target pitches are constant. Using this constraint, the following 

post processing can be introduced. 

fo(n)/2 悶(n)~{ fo(n) 
2fo(n) 

Ua(叫>1.4]i。)
(0.7 t。2:!0(1~) ::; 1.4『~)
(fo(n) < 0.7 Ji。）

(51) 

After this post processing, Ji< is differentiated so that other pitch extraction errors c21,n be 

detected. The indicator of voicing portion w is reset when the differentiated signal shows 

a sharp jump. 

叫）＝｛゚叫n)
闊(n)I> O.l]o) 
otherwise 

(52) 
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Noise 
generator 

MIDI 
controller 

Corrrelation 
Analysis of 
Speech Paramters 

---―→ • MIDI Signal 
i) Digital signal 

• Analog signal 

Figure 3: An schematic diagram of how measurements are made with Transformed Au-

ditory Feedback. 

4 Experiments and data 

This section describes a series of experiments and its focus and presents results analyzed 

by new procedures. 

4.1 General description of experimental conditions 

The initial set of TAF is designed to test interactions in fundamental frequency control. 

Figure 3 shows the block diagram. Table 1 lists the equipment used in these experiments. 
The key component is the H3000S Harmonizer utilized as a programmable pitch con-

verter. The pitch conversion algorithm used in the equipment was not open, but used a 
waveform-based method to perform conversion. The delay introduced by this conversion 

did not exceed lOms on average. 
Throughout the experiments, pseudo random sequences were used as the perturbations. 

Specific perturbation signals were generated by the procedure given in Appendix A. 
When the gain of the arti廿cialacoustic feedback path was set about 15dB to 20dB 

higher than the normal side tones, pink noise was added to produce the masking noise of 

about 80dB(A) with circumaural headphones to prevent interference by the natural side 

tones. 
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device 

A/D, D/A converter 
Microphone 

Headphones 

Pitch converter 

DAT recorder 

Noise source 

Mixer 

MIDI controller 

MIDI keyboard 

Amplifier 

type 

Ariel Pro-port 

Sony EMC-959 DT 

Sennheizer HD-250 linear II 

Eventide H3000S Harmonizer 

Sony DTC-lOOOES 

B&K type 1049 

Sony MX-lOOOESX 

Mark of Unicorn Performer 

YAMAHA DX-7 

Sony TA-E901 

Table 1: List of equipment used in the TAF experiments. 

4. 1. 1 Description of figure format 

The results are represented in two standard forms. The first form is the integrated rep-

resentation of the transfer function analysis and the power spectrum information. This 

representation is the main one used throughout this report. The second form is the power 

spectrum representation of the fundamental frequency trajectory. The second represen-

tation is used when no perturbation exists. It is also used when a higher resolution is 

necessary for the spectral display. 

An example of an integrated transfer function display is shown in Figure 4. The figure 

consists of eight parts. The very top figure represents the power spectrum of fundamental 

frequency trajectories. The frequency resolution was set to 100/193.75 Hz. The solid line 

represents the data of the produced speech. The dash-and-dot line represents the data of 

the fed-back speech. The break line represents components in the produced speech. The 

components mentioned above had linear dependencies on the input perturbation. 

The left figure in the second row shows the time aligned cross correlation between 

the perturbation signal and the fundamental frequency trajectory of the fed-back speech. 

This figure shows how well the perturbation is act叫 lyapplied to the subject's auditory 

system. The vertical axis is normalized to represent the instantaneous maximum deviation 

caused by the perturbation. 

The middle left plot shows the time aligned cross correlation between the perturbation 

signal and the fundamental frequency trajectory of the produced speech. This figure shows 

the response to the perturbation shown above. The solid line represents the calculated 

value. The dash-and-dot lines represent the 90% confidence interval for the estimation of 

the response. 90% of the true response is expected to be within these boundaries. 

The right figure in the second row shows the coherency 12. This plot gives a rough idea 

of the reliability of the measurement in the frequency domain. 

The right figure in the third row shows the gain component of the loop transfer function 

JGJ. The solid line represents the estimated gain. The region between dash-and-dot lines 

represents the 90% confidence interval for the estimated gain. The lower bound may be 
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Path:/export/hakusan2/kawahara/longvoice/kawaharaG3 
Chdirs: 
Files: testt 

Analysis date: 23-Dec-94 11 :37:45 Effective data:96.22sec 

Figure 4: An example of an integrated display of the new analysis procedures. 

are given in the text. This example is from the latest long vowel experiment. 

Details 

misleading, because the lower bound is drawn at a position symmetric to the upper bound 

relative to the solid line. 

The bottom figure shows the phase component of the loop transfer function cp. The solid 

line represents the estimated phase. The region between dash-and-dot lines represents the 

90% confidence interval for the estimated phase. The closed loop transfer function can 

be derived from these estimated gain and phase values; it is not represented here. 

The bottom left part gives statistical information. They are 

(1) the average Jo, 
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(2) the standard deviation of Jo, 
(3) the maximum of the averaged perturbations, 

(4) the minimum of the averaged responses, 

(5) the ratio of (4) to (3) and 

(6) the latency of the fast response. 

"Sustained vowel'on'" on the next line indicates when the post processing of a double 

and a half pitch was performed. 

Bellow all of these are the file and directory information and the analysis date informa-

tion. The effective data length is also shown here. The subject names are encrypted in 

the plots in Appendix for privacy. 

In general, power spectrum plots consist of three parts. Figure 5 shows an example. 

The data description part is at the bottom of the figure; the names of the subjects and 

similar information are encrypted to prevent possible leak. This part consists of the data 

path name history, data file name history, average fundamental frequency, its standard 

deviation, the analysis status and the date of analysis. 

The very top figure represents the power spectrum of the fundamental frequency tra-

jectory. The frequency resolution was set to 100/193.75 Hz. The solid line represents the 

data of the produced speech. The dash-and-dot line represents the data of the fed-back 

speech. The break line represents components in the produced speech. 

The middle figure shows the ratio of the input to the output power spectrum. In this 

case, the frequency resolution was also set to 100/193.75 Hz. 

4.2 Experiments from 1993.1 through 1993.3 

This series of experiments was performed by Mr. Iwatani of Toyohashi Institute of Tech-

nology during his internship under my supervision [11, 13, 14, 16, 17, 18]. The basic part 
of TAF methods was developed in this period. The experiments consisted of standard 

DAF (Delayed Auditory Feedback) conditions and sentence materials and involved TAF 

experiments with sustained vowels. 

In this section, only data from TAF experiments is analyzed. The conditions are listed 

in Table 2. 

4.2.1 Review of the results 

Our previous reports published the following. 

(1) There is a compensatory response with about 150ms of latency to a perturbation on 

the fundamental frequency. 

(2) The latency depends on the subject and the pitch. 

(3) The transfer gain measured by sinusoidal perturbation signals suggests that these 

responses are weak (around -20dB) around 5Hz. 

The results of the first series of experiments are illustrated in Figures 6 and 7. The 

figures are summary plots. The result of one subject from an EMG experiment (to be 
discussed next) is replicated. Integrated displays for all subjects are given in Appendix. 

The fast compensatory response reported in our previous publications is clearly shown in 
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Path:/tmp_mnt/home/hsun07a/kawahara/matlab/speech/pitch 
Chdirs: 
Files: kawaaa0151 kawaaa0251 kawaaa0351 

Analysis date: 11-Jan-95 18:52:15 Effective data:29.91sec 

Ave(F0}=115(Hz) Sdev(F0)=1.274(Hz) Sustained vowel "on" 

Figure 5: An example of the power spectrum display. This figure shows the power spec-

trum of fundamental frequency deviations under no-TAF conditions. 

these individual plots. Therefore, our previous description "compensatory response with 

about 150ms latency" seems valid, because the estimated phase characteristics are almost 

linear in the 2Hz to 6Hz region. . 

One important point that can not be found in the previous reports is the slow and 

band limited response. Some boost in gain at the lower frequency region is often observed 

in those plots. Additionally, a second negative response to the perturbation sometimes 

appears. These suggest that there is a feedback process that is mediated by a cognitive 

process. The specific time constant associated with the response may be around 400ms. 
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factor level factor ID 

Subject Kawahara Hideki kawa 

Obara Kazuaki obar 

Iwatani Satoru iwat 

Kawakami Rie kawk 

Yamada Reiko yama 

Subject Tsuzaki Minoru tsuz 

(extra) Kawahara Makiko maki 

Kawahara Yurika yun 

Pitch high 55 
natural 53 

low 54 

without headphones 51 

Repetition 1st 01 

2nd 02 

3rd 03 

Table 2: Experiment conditions for the first series of TAF experiments. A data file name 

is a concatenation of factor IDs: <Subj ect><Repeti tion><Pi tch>. The extra subjects 

were tested only under the natural pitch condition. 

The second finding in our previous reports was also found to be valid. Dependencies on 

subjects and pitch consistently appear. Generally, the phase characteristics around 2Hz 

to 6Hz are steeper when the pitch is low. The steepness of the phase and the shape of 

the response waveform vary from subject to subject. 

The third finding in our previous reports was too rough to describe the new results. 

But it is not inconsistent with the new data. 

Figure 7 shows estimated latencies from poles of an AR model for voicing under natural 

feedback conditions (without TAF). The estimated latencies reasonably agree with TAF 

results. This may suggest that the same control system consisting of an auditory system 

operates under normal conditions as well as under TAF conditions. This validates the 

claim that TAF procedures provide a method for extracting parameters of interactions 

between speech perception and speech production without disturbance. 

4.3 Experiments of EMG 

The next series of experiments was performed to measure EMG activities under TAF 

conditions [15]. This series was done during 1993.5 to 1993. 7 in collaboration with Dr. 
Honda, Dr. Kusakawa and Mr. Hirai. Ms. Williams of Ohio State University also 

participated in this project. Unfortunately, due to a difference in skin characteristics, 

which prevented any female from producing reliable recordings of EMG, only male subjects 

were used in this series of experiments. 
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Figure 6: Relation between fundamental frequency and response latency in the first ex-

periment. 

Multi channel EMG sig叫 s,fed-back speech and produced speech were recorded. Three 

surface electrodes were placed on each subject's neck and one reference electrode was put 

on the subject's forehead. The last one differs from common practice, but was used 

because the typical ear reference point suffers interference from the magnetic field of 

headphones. EMG signals were converted to an average level signal after low pass filtering 

and rectification. The window length for the averaging was lOms. The experimental 

conditions are listed in Table 3. 

4.3.1 Review of the results 

Figures in Appendix illustrates a re-analysis of the original data. The effect of pushing the 

surface electrode does not seem to be very big, because the difference in response latencies 

between this measurement and the previous measurement for one common subject is less 

than 20ms. 
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190 

180 

170 

160 
(
s
w
)
 
k:m~ncr 

150 

140 

130 

120 

↓
ヽ

I
I
I
I
I
I
↓’

＋
ー
千

11伽 103 

frequency (Hz) 

Figure 7: Relation between fundamental frequency and estimated latency from pole fre-

quencies by MAICE analysis using an AR model for voicing under natural feedback con-

ditions (without TAF). 

The re-analysis was performed using the same periodic averaging procedure. In this 
series of experiments, output signals analyzed were EMG signals and f0. One subject out 

of four could not be analyzed reliably. The others produced bi-phasic responses to the 

perturbation. The estimated phases showed a bias of approximately 1r radians. 

A summary of these analyses is illustated in Figure 8. The top left represents the 

relation between frequency response latency and pitch frequency. The top right represents 

the relation between response strength and pitch fr~quency. The bottom left shows the 

relationship between EMG response latency and pitch frequency. The bottom right plot 

represents the relation between response latency and response strength. 

The definition of EMG latency is the same as that of pitch latency, from the maximum 

position of the purterbation to the minimum position of the response. This definition 

may be misleading, because the bi-phasic response and the phasic bias in the estimated 

transfer function may suggest that our auditory system makes use of the fundamental 
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factor level factor ID 

Subject Kawahara kawahara 
Hirai hirai 

Honda honda 
Komori komori 

Pitch high H 
natural N 
low L 

Repetition 1st 1 
2nd 2 
3rd 3 

Table 3: Experiment conditions for the second series of TAF experiments. A data file 

name is a concatenation of factor IDs: <Subj ect><Pi tch><Repeti tion>. 

frequency movement rather than the value itself. 
The EMG signal shown here was detected just in front of the CT muscle. The other 

electrodes did not produce reliable results. Even for the illustrated plots, therefore the 

reliablilty of the EMG signal is marginal. 

4.4 Experiments of hemisph ・
． 

er1c dominance 

The third series of experiments was performed by Mr. Urakami of Ryukoku University 
during his summer internship under my supervision [45, 20]. This series was done during 

the end of 1993.8 to the beginning of 1993.9. Prof. Norman D. Cook of Kansai University 
also participated in this investigation while he was a visiting researcher of ATR HIP from 

1993.9 to 1994.3. 
The experimental conditions are listed in Table 4. In monaural presentations, pink 

noise was presented to the opposite ear to reduce the effects of natural side tones. 

The level here represents the sound pressure level of the masking noise in dB (A). The 

noise level was controlled by the attenuator of the amplifier. This manipulation also 

changed the artificial acoustic feedback gain. No instruction was given to the subjects to 
maintain the voicing level. Instead, they were instructed to produce voice at a comfortable 

level under the given feedback conditions. 

4.4.1 Review of the results 

The major findings of this series of experiments are as follows. -

(1) There are no significant effects by the sound pressure level of presentation. 
(2) There is a difference in response strength between monotic presentation and diotic 

presentation. 
(3) There seems to be differences between presentation to the left ear and presentation to 
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Figure 8: An integrated display of EMG experiments. 

J. 

180 200 

the right ear. But they are dependent on the subjects and are not strong enough to be 

statistically significant. 

Figures 9 and 10 show the results of the new analyses. The first且ndingcan be verified 

by these new results. The sound pressure level effects, however, are not consistent among 

the subjects. Eight out of ten subjects show no level dependency in response latency. Two 

subjects show clear increases in response latency with increasing feedback level. This is 

the opposite of our expectations. Seven subjects show increases in response level with 

increasing feedback level, but three of them are only slight increases. Three subjects show 

clear decreases in response level with increasing fee~back level. This direction of change 
is again counter to our expectation. . 

The second and third points are still not clear. The general trend, however, is the 

same. The diotic presentation produces slightly faster and stronger responses than the 

monotic presentation for nine subjects. But one subject shows completely opposite effects. 

The weakening of responses and increases in latency are more dominant in right ear 

presentation for five subjects. One subject shows slightly opposite changes. Four subjects 
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factor level factor ID 

Subject 

Level 

Ear 

Repetition 

Kawahara Hideki 
Urakami Hidehiro 

Andrew Lea 
Aikawa Kiyoaki 
Tsuzaki Minoru 
Sato Masaaki 
Tanaka Masako 

Yoshikawa Noriko 

Kawakami Rie 

Yamada Reiko 

70dB(A) 

80dB(A) 
90dB(A) 

Diotic 
Left monaural 

Right monaural 

1st 
2nd 

3rd 
4th 
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Table 4: Experiment conditions for the third series of TAF experiments. A data file name 
is a concatenation of factor IDs: prn<Ear><Level><Subj ect><Repeti tion>. 

show no clear difference between right and left ear presentation. 
The difference between the diotic presentation and monotic presentation may not be the 

result of a loudness increase due to binaural presentation, because the level dependency is 

not strong enough to account for this difference. The left and right ear differences can be 
interpreted to suggest that the pitch perception center is located in the right hemisphere. 

But it is too dangerous to make a conclusive statement only with these findings. 

It is now obvious therefore that the effective length of the data is not enough to detect 
the possible diffence reliably. Follow up experiments by controlling the actual listening 
level directly are necessary. 

4.5 Experiments of source characteristics 

The fourth series of experiments was performed by Mr. Iwazume of Nara Institute of 
Science and Technology during his internship under my supervision [21, 22]. This was 

done during 1993.10 through 1994.3. 

The major point in this series of experiments is two fold. One point is to use a weaker 

perturbation to test interactions. The second point is to measure effects by differentiat-
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Figure 9: An integrated display of feedback level effects. 

ing the timber of the fed-back speech from the original. This differentiation is done by 

introducing a constant bias in fundamental frequency perturbations. Non-speech stimuli 

are also used to differentiate the fed-back speech further. 

The experimental conditions are listed in Table 5. In monaural presentations, pink 

noise was presented to the opposite ear to reduce the effects of natural side tones. 

4.5.1 Review of the results 

The major findings in this series of experiments are listed below. 

(1) Perturbations with a half deviation of their prevfous perturbation still produce mea-

surable effects. 

(2) A systematic increase in timber difference causes an increase in response latency. 

The first observation was verified by the new analysis, but there is an important dif-

ference between the weak perturbation and the previous perturbation. The response 

latencies were roughly the same, but a systematic difference in response strength was 
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Figure 10: An integrated display of hemispheric effects. 

observed in the new results. This will be discussed later. 

The new analysis results for a systematic change in timber diffference are shown in 

Figures 11 and 12. Figure 11 represents the effects of introducing a constant pitch con-

version bias. The conversion spans -400cents (76% of the original fundamental frequency) 

to +400cents (124% of the original fundamental frequency). 

The bottom left figure shows the relation between conversion bias and response latency. 

Except for one subject, the latency increases with increasing difference from the origianl 

fundamental frequency. The lower right figure shows the effect on the response strength. 

It seems like the strength decreases when the fundamental frequency increases.・The 

top right figure shows the dependency of the fundamental frequency on pitch shift. An 

interesting assymmetry is clearly observed for three subjects. The top left figure shows 

the relation between the fundamental frequency and response latency. The frequency 

change caused by the introduction of the conversion bias may contribute to the change 

of the response latency in part. But the vertical trajectory in the top left figure suggests 

that there still exists a direct effect caused by the difference between intended voice and 
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factor level factor ID 

Subject Kawahara Hideki kawahara 

I wazume Michiaki iwadume 

Yoshikawa Noriko yoshikawa 

Yamada Reiko yamada 

Source -400cent shift -200 

-200cent shift -100 

Ocent shift NoShift 

200cent shift +100 
400cent shift +200 

Pure tone Pure 

Voice (DX-7) Control 

Repetition 1st 1 

2nd 2 

3rd 3 

4th 4 

Table 5: Experiment conditions for the fourth series of TAF experiments. A data file 

name is a concatenation of factor IDs: <Subject><Source><Repetition>. 

the fed-back voice. 

Figure 12 represents the effects of source difference. The response latency increases 

with increasing difference between the subject's voice and the fed-back sound. But the 

response strength does not show a systematic change. It is strange that the response 

strength seems to have the maximum in case of synthetic voice feedback. 

4.6 Experiments on feedback conditions and the model 

The fifth series of experiments was performed by Mr. Hirayama of Waseda University 

during his internship under my supervision [8, 24, 25, 26]. This was done during 1994.8 
through 1994.9. 

The experimental conditions are listed in Table 6. 

This series of experiments tested whether the same response operates under natural 

(without headphones) conditions. 

4.6.1 Review of the results 

The major finding in this series of experiments is that the compensatory response found 

under TAF conditions also operates under natural phonation. This conclusion was derived 

through a rough modeling of a pitch control process and a sophisticated AR-model based 

analysis of pitch contour. 

The new analysis results make it easyer to understand the power spectral characteristics 
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Figure 11: Effects of constant bias in pitch shift on latency and response level. 

of pitch trajectories. The phase plot of the estimated transfer function has a zero crossing 

around 4Hz. This corresponds to the spectral peak in the power spectrum of the naturally 

phonated pitch trajectory. 

TAF experiments were performed to provide a more reliable basis for the fundamental 

frequency dependency of various response parameters. Some of them are illustrated in 

Figures 13 and 14. 

This series of experiments confirmed the general tendency that the higher the fun-

damental frequency is the faster the response is. Results by male subjects and female 

subjects seemed to follow a general curve regardless of gender. This may suggest another 

way of explaining the dependency of latency on pitch frequency. The major part of the 

general trend may be a consequence of characteristics of our pitch perception mechanism. 

In one experiment, natural voicing and phonating under DAF conditions were acquired 

to check spectral characteristics of fundamental frequency trajectories. These trajectories 

were analyzed by MAICE based on the AR model of pitch control, and latencies were 

estimated from pole frequencies. Figure 15 shows the relation between fundamental fre-
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Figure 12: Effects of source difference on latency and response level. 

quency and estimated latency. A trend between fundamental frequencies and estimated 

latencies similar to that observed under TAF conditions was also found in this analysis. 

This correspondence is important, because it shows that completely different estimation 

methods and measurement procedures can still produce similar results. 

The other important agreement comes from the DAF experiment. Figure 16 shows the 

relation between inserted delay and estimated latency. This new analysis result replicated 

the previous finding that the estimated latency increases approximately the same amount 

as the inserted delay, except for one subject out of six subjects. The re-analysis suggested 

that it seems like there is a systematic increase in estimated latencies under DAF with a 

1 OOms delay. . 

This new observation again gives support to our hypothesis that the auditory system 

actually plays as the role of regulator of the voice fundamental frequency, because close 

inspection of the phase characteristics obtained from the TAF experiments shows system-

atic downward deviations from linear relations at lower frequency regions, namely around 

2Hz or less. Such deviations correspond to systematic increases in estimated latencies, 
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factor level factor ID 

Subject Kawahara Hideki TAF-kawahara 

Hirayama Kazuhiko TAF-kazuhiko 

Nishida TAF-nishi 

Tanaka Masako TAF-tanaka 

Morita Rie TAF-morita 

Yamada Reiko TAF-yamada 

Pitch G2 (male) or G3(female) g2 
C3 (male) or C4(female) c3 

E3 (male) or E4(f emale) e3 

G3 (male) or G4(female) g3 
Delay Oms 

゜25ms 25 
50ms 50 
75ms 75 
lOOms 100 

Modulation PN signal taf 

None (without headphones) nat 

Repetition 1st 1 
2nd 2 
3rd 3 
4th 4 
5th 5 

Table 6: Experiment conditions for the fifth series of TAF experiments. There are no 

systematic relations to the data file names and conditions, because the conditions were 
randomized to check the ordering effect. Results by TAF experiments with the PN per-
turbation are analyzed in this report. 

because the pole frequency caused by the auditory contribution is located at the frequency 
where the phase of the loop transfer function is zero, if the amplitude component around 
there is approximately constant. 

In other words, the pole frequency JP = 27rw caused by the auditory feedback is the 
solution of the following equation. 

cp(w) -TW  = Q (53) 

here¢(w) is the phase component of the loop transfer function obtained from the TAF 
experiments. 

Figure 17 shows a simulation of DAF effects on latency estimation. The estimation 

replicates the essential feature found in Figure 16. The agreement is within the confidence 

interval estimated from the TAF measurements. 

Figure 18 shows a more interesting result. This figure suggests that under certain 
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Results of Exp.with Hirayama Analysis: 22-Dec-94 
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Figure 13: Dependency of response latency on voice fundamental frequency. 

conditions, spectral characteristics will drastically change from a single auditory related 

pole to three poles and vice versa. 

This delay-to-delay representation is not very suitable for investigating the validity of 

the model, because this representation requires the selection of a pole from several poles. 

Such selection is not free from subjective biases. The more desirable display is a delay-to-

pole frequency representation. This display does not require any selection process after 

the decision of order based on AIC is completed. If our simulation method to predict the 
auditory induced pole/poles is valid, then some of the estimated poles may be located 

around the predicted line. 

5
 

Preliminary experiments 
． 

using read speech 

The last series of experiments was performed to test for the existence of the same response 

in read speech. This was done in 1994.12. This experiment is still continuing and will be 
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Figure 14: Dependency of response strength on voice fundamental frequency. 

reported in detail elsewhere. Several new analysis method is introduced and described in 

this section. 

The experimental conditions are listed in Table 7. In this series of experiments, the 

unit recording length was set 2 minutes, because a procedure to analyze the intermittent 

data was available at that time. 

5.1 Results 

The results of these experiments are all new and not reported anywhere else. T~1e impor-
tant points are listed below. . 

(1) One shot analysis of data from long recordings is now possible. 

(2) A systematic m叫10dis introduced to integrate separate measurements. 

(3) Intermittent read speech of over 36 minutes was analyzed. 

(4) An instability condition exists in pitch control. 

(5) A method is available to separate the information processing duration and mechanical 
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Results of Exp.with Hirayama (natural) Analysis: 25-Dec-94 
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Figure 15: Dependency of estimated latency from MAICE of AR model on voice funda-

mental frequency. 

response time, based on a 2nd order model fitting to impulse responses. 

The first and second points make it possible to increase accuracy when necessary. The 

one shot analysis also reduces possible artifacts by apparent phase alignment between the 

perturbation signal with the observed signal. 

The third points takes advantage of (1) and (2). The result is still close to the confidence 

limit, but it may be safe to say that the same fast compensatory response to perturbations 

also operates when speech is read aloud. This may suggest that the same process also 

operates in spontaneous speech. 

The fourth point is a validation test of the new finding, i.e., a slow and band limited 

response. The fact that all subjects under a specific condition, designed based on the 

phase plot, make the fundamental frequency control unstable indicates that the finding 

is not an artifact. 

Figure 19 shows one example of such unstability. Under this DAF condition, a 500ms 

delay shifts phase -1r at 0.5Hz, which corresponds to the amount of phase shift compen-
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Results of Exp.with Hirayama Analysis: 25-Dec-94 
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Figure 16: Dependency of estimated latency on inserted delay under DAF conditions. 

sating the phase shift of the loop transfer function at 0.5Hz. 

5.2 Step response, rise time and processing time 

It is possible to convert the estimated transfer function into the step response of the sys-
tern. This situation is the situation reported by Larson at the last VFPS in Kurume [30]. 

An example plot of an estimated step response from TAF experiments is shown in Fig-

ure 20. 

The bottom left figure shows the initial part of the estimated step response. The 

latencies used in our previous report corresponded to the response delay of the initial 

part. The delay was 135ms this time. The rising time (time to change from 0.1 to 0.9 of 

the target value) is about 55ms in this example. This corresponds to a cut off frequency 

of 5.2Hz for a 2nd order system with a damping ratio of 0.5. If we assume that the 

response wave form represents the transient of that second order system, the expected 

delay to a step input is about 45ms. The difference between the measured delay and this 
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Figure 17: Simulated dependency of estimated latency on inserted delay under DAF 

conditions. The simulation is based on TAF results. 

expected delay may represent the time for information processing in our neural system. 

The difference in this case is 90ms. This value is somewhat larger than the value indicated 

by the EMG measurements. One possible explanation is that our auditory-to-production 

system makes use of frequency change information as well as the frequency itself. 

The previous paragraph described the basic idea. But there are several issues to be 

considered. The estimated impulse response for a closed loop system was used to estimate 

the step response. This is reasonable to predict an actual step response. But an open loop 

response should be used to investigate component processes. In addition, A non-linear 

optimization method should be employed to separate the time for information processing 

and the mechanical response. It is also ncessary to use pre-processing to eliminate the 

strong low frequency component generally found in estimated transfer functions. 

The optimization is performed to minimize the squared error between the estimated 

impulse response and the impulse response of the 2nd order system. The parameters to be 
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Figure 18: Simulated dependency of estimated latency on inserted delay under DAF 

conditions. The simulation is based on TAF results. A strange split of an auditory 
induced pole into three poles can be observed around 5ms and 90ms. 

optimized are dumping factor〈,characteristic frequency wn and information processing 
delay T. The optimization uses the following template function of a 2nd order system. 

(i) (< 1 

g(t) 

(ii) (= 1 

g(t) 

(iii) (> 1 

g(t) 

＝ 

＝ 

Wn 

~ 
e―くWntSill~叫

2 -wt 
w te n 

匂n

vl-(2 
e―如ntsinh喜二二t

(54) 

(55) 

(56) 
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factor level 

Subject Kawahara Hideki 

Aikawa Kiyoaki 

Kato Hiroaki 

sentence a01aomoewa yamanoueno1eniaru/ I . . 
a10moo1wa yamanoueno1ennru/ I .. . 

long sustained vowel 

Text from Piaget 

factor ID 

kawahara 
aikawa 

kato 
． 

aoia 
． 

a101 

[name] [note] 
Piaget 

Table 7: Experiment conditions for the sixth series of TAF experiments. 

where g(t) = 0 fort< 0 

The cost function is defined as a squared sum of the observation and the corresponding 
estimation. 

T 

L = L lg(t -T) -h(t)l2 (57) 
t=O 

The lower right figure of Figure 20 shows the fitted results and the optimum parameters. 

The information processing delay of 82.7ms gives the best fit. The previous rough estimate 

was not too bad. This new value is reasonably close to the EMG data. 

5.3 Composite model of auditory feedback and decomposition 

The impulse response derived from the estimated loop transfer function seems to have a 

component other than this relatively fast response. Some of estimated transfer functions 

have a dip around 2Hz in the gain component. This frequency region sometimes corre-

sponds to the low coherency region. Moreover, a downward deviation from a linear phasic 

relation occurs around the same region. All these suggest that there are two different 
auditory response systems and they work in parallel. 

It could be unrealistic to hypothesize that the response of the slow system behaves like 
that of a second order system, but it may be a reasonable first step, because a "correcting 

pitch error proportional to the magnitude of error with some delay in detection, decision 

and action chain" type strategy is approximated by the second order system. 

This line of thought leads to a procedure to decompose the open loop impulse response 

into two components. The steps are o叫 inedas follows. 

(1) Estimate impulse responses corresponding to the loop transfer function. One response 
uses the whole reliable frequency range and the other uses only the middle frequency range, 

namely 2Hz to 8Hz. 

(2) Estimate optimum fast response from middle range response. 

(3) Calculate the first estimate of residual response by subtracting estimated fast response 

from the whole signal. 

(4) Estimate slow response from band limited residual response. 
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Figure 19: An example of an unstabilized pitch trajectory under DAF with a 500ms delay. 

(5) Calculate updated middle range response by subtracting slow response from the whole 
signal. 

(6)Iterate from 2 through 5 to revise estimates. 

Some technically difficult problems exist in how to set the intial values for the opti-
mization process. They will be discussed later. 

5.4 Initial value for slow response optimization 

The first estimate of the residual may consist of a considerable amount of noise especially 

in a high frequency region. The main characteristics of a slow response may exist in a 

lower frequency region. The first step is to filter out the higher frequency region using 
FFT. 

If the system is a second order system, AR model estimation can be applied to this 
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Figure 20: An example of an estimated step response from TAF experiments. The bot-

tom right figure shows the best fit impulse response of the 2nd order system. The best 

parameteres are shown in the figure. 

analysis. However, the direct application of an AR model to the estimated slow resid叫

signal will fail to give a reasonable initial estimate. The reason is in the pole location and 

the periodic nature of the original signal. 

The expected pole location caused by a slow auditory process is around 0.5Hz to lHz. 

That is only 1 % of the sampling frequency. This strong bias makes the estimation process 
of AR parameters very sensitive to error. 

The second difficulty is periodicity. This filtered・signal is a periodic sig叫， because

it is the result of periodic averaging and periodic convolution. The computation of auto 

correlation using DFT produces cyclic auto correlation. It is strongly biased when the pole 

frequency is very low and the damping ratio is small; this is the current case. Therefore, 

the typical method of computing the auto correlation has difficulty meeting the required 

accuracy. 
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The covariance method of auto correlation is used here, because it will give the best fit 

even with a small amount of data[12]. 

A brief description of the covariance method of AR parameter estimation is given below. 

Let Xt be an N element vector of observation values starting from time t, and Vt be the 

observation noise vector. Then, the AR model with p regression coefficients is represented 
as follows. 

Xt 

where 

H = [xt-1,Xt-2, …，Xt-p] 

-Ha+ vt 
ヽ
‘
j
ヽ
‘
~

8

9

 

5

5

 

（

（

 

Then, the least squares estimate of the coefficients is given by the following calculation. 

The expected total variance of the parameter V(&) is also given. 

a 

L・ min 

V(&) 

-(HTH)―1炉 Xt

II叩十Ho:112
L・ min 
N-p 

tr [(H団）―1]

(60) 

(61) 

(62) 

Response parameters are calculated using the following formula from the estimated AR 

coefficients ({叫し。， a。=1). 

Wn ✓az + bz (63) 

＜ 
a 

Wn 

where 

a -log (塁）
b 

{ cos→ （三） 2-ec,-i a < 1 

cosh―1 (戸） 2-ea-i a > 1 

Figure 21 shows an example of this decomposition. The figure illustrates that the 

decomposition is successful. It may indicate that the response to perturbations consists 
of two components, which work in parallel. The fact that the DAF condition with a 

500ms delay causes unstable fundamental frequencies indicates that the slow response 

is not an artifact or error in the estimation process. Considering the relation between 

pole frequencies and the estimated transfer function as well as the above evidence of slow 

response, it may now be safe to say that we have identified two auditory feedback paths 

to control the fundamental frequency in voicing. 

There still remain many points to be clarified. One is the confidence interval for these 

estimation processes. It is also necessary to derive AIC for these procedures to check 

the validity of our model. There is no proof at present that the estimation process can 

converge. In fact, there were a few exceptional cases in which the process produced strange 

results. This is the reason why we need a measure for the reliability of estimates. 
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Figure 21: An example of response decomposition into fast and slow components. 

5.5 Decomposition of the response for read sentences 

The data obtained under TAF for read speech was analyzed by the proposed method. 

This analysis could be characterized as tentative, because the natural variation caused 

by the prosodic component was still comparable to the level of the expected response. 

Further data acquisition is necessary to get more reliable results. Figure 22 shows the 

decomposition result. An integrated display for the data can be found in the last part of 

Appendix B. 

At this time, the slow component extracted by the decomposition procedure seems to 

represent the prosodic effect, because the characteristic frequency of the slow component 

corresponds to the moraic timing in the read speech and the component does not show 

decay with time. 

The fast component extracted seems very similar to the fast response found in sustained 

vowel phonation. This may suggest that similar responses, or at least a fast response 
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Figure 22: An example of response decomposition into fast and slow components. 

operate in parallel with higher control like prosody. 

6
 

Discussion 

First of all, let us summarize the procedures and findings obtained in this series of re-

analyses and the just introduced new analysis. 

The data was analyzed in a uniform manner, i.e., 

(1) Fundamental frequency trajectories 

(2) Periodic average representations of fundamental frequencies of fed-back and produced 

speech (phonation). 

(3) The coherency of each variation frequency component. 

(4) The loop transfer function of fed-back-to-produced interactions with confidence inter-

vals. 
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Representations from (2), (3) and (4) were averaged o¥・er separate measurements of the 

same conditions and illustrated. Mathematical descriptions and calculation procedures of 

all statistical values were given in detail. This made it possible to estimate impulse and 

step responses to auditory stimulations. 
The new findings using this set of procedures include (1) a strong but slow response 

around a 0.5Hz region and (2) the possible existence of the same response for natural 

speech. The first finding was demonstrated by the fact that introducing about a 500ms 

delay in the artificial auditory feedback path makes the pitch contour very unstable. A 

new analysis method introduced in analyzing the final part of the result suggested that 

the observed response can be modeled by two major auditory components. The first is (1) 

a fast and wide-band compensatory response which may be mediated by the cerebellum, 

and (2) a slow and narrow-band compensatory response which may be mediated by the 

cognitive cortex. The dynamic characteristics of pitch perception and laryngeal control are 

overlaid to these responses. One important thing about this is that they are not tandem. 

In fact, they seem to be working in parallel. This may be evidence that skilled tasks like 
speech production actually implement the so-called subsumption architecture [4, 5]. 

This type of dual level control system resembles motor control models and a computa-

tional model of vision proposed by Kawato et.al. [28, 29]. It is very likely that the same 

control principles are also applied to other tasks like prosodic control. These findings may 

provide a clue in helping to establish a computational theory of prosody control in Marr's 

terminology [32]. Or they may be more complicated. In experiments with Hirayama, 

there was one subject who showed a stable pole even with different DAF delay condi-

tions. This may suggest the existence of a non-auditory feedback mechanism. If this were 
a neurally mediated response, it may suggest a triple level control model. This possibility 

is not very high. There may be a chance that more careful analyses of pole allocation and 

simulation of pole allocation based on the estimated transfer functions will resolve this 

puzzle in Hirayama's data. But this line of investigation has not yet been done. 

Further experiments and advanced analyses of data based on the ARMA (Auto Re-

gressive Moving Average) model or more sophisticated dual or triple level control models 

are important. One example is given in the most recent section. That model can be 

classified as an ARMA model with a special architecture. Also the MAI CE principle may 

be applicable to the testing of various competing models, because even with ARMA and 

the other models it is possible to write the log likelihood functions when the Gaussian 

noise source can be assumed. This is also an important point. But again, this has not 

yet been done. 

The frequency characteristics of loop transfer functions illustrate that the cut off fre-

quency of dynamic system may be 81-Iz or more. This contradicts with the result of wave 

form decomposition, where the mechanical responses seem to have resonance around 5Hz. 

It is therefore necessary to re-design the PN signal for TAF experiments to make mea-

surements possible around the 7Hz to 14Hz region for more reliability, in other words, for 

higher coherency. 
There are other interesting findings. For instance, some frequency regions exist in which 

the power spectrum levels are high but the coherency is low. This indicates that there 

are special noise sources or chaotic behaviors in fundamental frequency deviations. 
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The conclusions in our previous ICSLP paper should be revised based on these new 

findings. It is also necessary to introduce a better model to explain the behaviors of vocal 

fold vibrations. The first step is to fit the two-component model to the observed data. 

Other interesting experiments to be conducted include so-called selective feedback 

paradigm combined with TAF, measurement of the response function of Lombard ef-

fects and measurement of the response function to formant perturbations. For the first 

experiment, there should be some difference between the feedback of higher harmonics 

and that of lower harmonics. For the last one, it is interesting to compare the results with 

Perkell et.al. [35, 42]. 
This series of experiments can shed light on pitch perception theories by providing an 

objective measure for evaluating competing theories. The estimated latencies provide 

bounds for the contribution of temporal information and frequency information. 

7 Conclusion 

All data gathered during the period spanning 1993.1 to 1994.12 under TAF conditions were 

analyzed using the same procedures. These analyses revealed that there are consistent 

features in responses to pseudo random sequence perturbations. There are two types of 

dominant responses to stimulations. One response is fast (~150ms) and the other is slow 
(R:J 400ms). These are compensatory responses. It was found that they work together 

(in parallel) to speed up responses to perturbations. Identical responses were found to 

exist under natural sustained phonation conditions and also while reading a text. It may 
be reasonable to believe therefore that responses also operate in spontaneous speech in 

everyday life. 
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A M-sequence, PN  signal and perturbation 

The M sequence is a binary sequence generated by the following recursive equation. 

Xn Xn-p(l)① ... Xn-p(m) (64) 

Where 

p(l) <…<  p(i) < ... < p(m) 

p(m) = K; 

Here 〶 denotes on'exclusive OR'operation. The tap information p(i) is given based on 

Garoi's theory, and listed in Table 8. This recursion generates a binary sequence which 
has the period of 2K -1 elements. 

The PN signal is derived from the M-sequence simply by introducing a bias term. 

s(n) ふ (1 土 2―り— l
{ 1士21令 (ifXn = l) 
-1 (if Xn = 0) 

(65) 
△ー

Then, the PN signal is normalized to satisfy the following normalization condition. The 

normalization constant should be given in a closed form. This part will be revised. 

1咋
―L s(k)s(k -Z) = 1 (if l = 0) 
Tp k==l {。。therwise

(66) 
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order (K) tap position (I{ -p(l) + 1) 
2 2 

3 3 
4 4 

5 4 

6 6 
7 7 
8 does not exist ， 6 

10 8 
11 10 

12 does not exist 

13 does not exist 

14 does not exist 

15 15 
16 does not exist 

17 15 
18 12 

19 does not exist 

20 18 
21 20 
22 22 

23 19 

Table 8: The list of tap positions to produce an M-sequence with 2-taps. 

Over sampling is simply a process of inserting zeros between adjacent samples. Let .lvf 

be the rate of over sampling. Then, the over sampled PN signal sM(n) is represented as 
follows. 

叫n)={s(l~」） (if訂＝［翡J)
0 otherwise 

(67) 

In general, this over sampling introduces spurious repetition in higher frequency regions. 
This causes artifacts for general sig叫 s.However, the PN signal produces a flat spectrum 

without any problems, because of its orthonormality. The fi叫 stepis to smooth out the 
signal for it to be used to modulate the fundamental frequency of speech sounds. 
There are several conditions for designing such a sig叫

(1) The signal has to produce a bett~r signal to noise ratio when the peak to peak value 
is limited. 

(2) The signal shall not exceed the limit of the slope or velocity. 

(3) The signal shall not have dominant side lobes that exceed the predetermined limit. 
(4) The signal has to be band limited under the specific frequency. 
(5) The length of the impulse response associated with the smoothing has to be as small 
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as possible. 
(6) The impulse response associated with the smoothing has to be symmetric in time, in 

other words, a linear phase. 
(7) The step response associated with the smoothing shall not have overshoot or under-

shoot. 
A non-linear optimization procedure may be applicable to the design of such a kernal 

for interpolation .. The up sampling function provided in MATLAB is not optimum in this 

sense. Tentatively, we use the Blackmann window function as a close approximation of 

the optimal kernel. 

B Integrated display of all data 

Integrated displays of all the data gathered during this period are shown in a separate 
volume as the supplement to this technical report. They are listed in the following order. 

1. Experiments from 1993.1 through 1993.3 

Figures B-1 through B-25. 

2. Experiments of EMG 

Figures B-26 through B-41 for voice data. 

Figures B-42 through B-53 for EMG data. 

3. Experiments of hemispheric dominance 

Figures B-54 through B-95 

4. Experiments of source characteristics 
Figures B-96 through B-123 

5. Experiments on feedback conditions and the model 

Figures B-124 through B-14 7 

6. Decomposition of estimated impulse responses 

Figures B-148 through B-180 

7. Power spectrum plots 
Figures B-181 through B-190 

Another type of analysis like MAICE also took place. Phonation without the artificial 

feedback conditions were analyzed using an AR model based on AIC. These results will 

be presented in the other report. 
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