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ABSTRACT 

This paper describes two computational schemes for the segregation of speech 
from interfering sounds, based on auditory signal processing. In the first scheme, 
spectral components are grouped according to the similarity of their spatial 
locations. Deficiencies in this system prompted the development of a second 
system, in which continuity of fundamental frequency and continuity of spatial 
location are exploited simultaneously within a novel auditory representation, the 
pitch-azimuth-time cube. Results of a quantitative evaluation of the two schemes 
on a small data set suggest that the second system has a performance advantage 
over the first. Implications for the design of source segregation systems and 
auditory scene analysis theory are discussed. 

INTRODUCTION 

In most listening situations, a mixture of sounds reaches our ears. However, we are able to 
attend to a single sound source in these situations, such as the voice of a speaker at a cocktail 
party or a melody played by an instrument in an orchestra. How is this apparently effortless 
segregation of sounds achieved? 

Albert Bregman's recent book, Auditory Scene Analysis, presents a coherent account of the 
perceptual segregation of sound (Bregman, 1990). He contends that the mixture of sounds 
reaching the ears is subjected to a two-stage parsing process. First, the acoustic signal is 
decomposed into a number of sensory components. Second, components that are likely to have 
arisen from the same environmental event are recombined to form perceptual structures 
(streams) that can be interpreted by higher-level processes. 

Essentially, Bregman's book is an investigation of the information processing problems that are 
posed by hearing. As such, its approach has some similarities with Marr's (1982) computational 
theory of vision. Indeed, Bregman's account has stimulated research in machine hearing in much 
the same way that Marr's computational theory has influenced research in machine vision. 
Recently, a number of workers have proposed sound segregation systems that implement 
auditory scene analysis principles (Mellinger, 1991; Baumann, 1992; Kashino & Tanaka, 1992; 
Cooke, 1993; Cooke & Brown, 1993; Brown & Cooke, 1994a,b). These systems provide 
computational testbeds for studying mechanisms of auditory grouping, and also have potential 
applications in robust automatic speech recognition, automatic music transcription and advanced 
hearing prostheses. 

In general, previous segrega恥ionsystems have only addressed the problem of separating sound 
components that overlap in time, so-called simultaneous grouping (Bregman and Pinker, 1978). 
Undoubtedly, this bias has arisen because simultaneous grouping involves the computation of 
relatively simple properties of sound components, such as onset time, offset time and harmonic 
frequency. However, it is clear that mechanisms are also required to group sounds that are 
widely separated in time, such as a sequence of voiced and unvoiced sounds from a single 
speaker. Our recent work has focused on the implementation of these sequential grouping 
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principles, which require the analysis of complex attributes such as spatial location, timbre and 
rhythm (Brown & Cooke, 1994b; Todd & Brown, 1994). 

The current study investigates the role of spatial location cues in a computational system for 
sound segregation. It is well known that listeners tend to assign sounds that originate from the 
same location in space to the same stream, and sounds that originate from different locations to 
different streams; Cherry (1953) noted this phenomenon and called it the'cocktail party'effect. 
We should expect, therefore, that similarity of spatial location is a powerful sequential grouping 
principle (Bregman, 1990). 

In the remainder of this paper, two segregation systems are described which adopt different 
strategies for using spatial location information. In the first scheme, it is assumed that the 
auditory system is able to directly associate a spatial location with the neural activity within 
individual frequency bands. Spatial location is therefore the primary grouping cue. In the second 
scheme, a spatial location is associated with a collection of frequency components that have 
already been grouped because they have a similar pattern of periodicity. Spatial location is 
therefore seen as a derived property of groups that have been formed by other scene analysis 
principles. The performance of each scheme is evaluated, and the implications of the results for 
auditory signal processing theory and the design of source segregation systems are discussed. 

EXPERIMENT ONE: LOCATION CUES ONLY 

A number of psychophysical studies, notably those investigating the phenomenon of binaural 
masking level difference, have suggested that the auditory system is able to compute spatial 
location on a frequency-by-frequency basis (e.g. Webster, 1951). Such frequency-specific 
comparisons could underly the ability of listeners to segregate the components of concurrent 
sounds that originate from different locations in space. Bregman (1990) suggests a scene analysis 
interpretation of this mechanism, which is compatible with a Gestalt principle of grouping by 
similarity: 

" ... if two parts of the spectrum come from the same source, then they should be 
coming from the same spatial location and be subject to the same echoes; therefore, 
the delay between time of arrival in the two ears should be the same for both parts. 
Working this reasoning backward, if the auditory system receives two spectral 
regions with the same interaural phase difference, it should fuse them; however, 
when the two regions show different interaural phase differences, the regions 
should be segregated ... "ゆage324) 

This principle has been used in a computational model of binaural segregation described by Lyon 
(1988). In Lyon's model, the auditory nerve responses of corresponding frequency channels from 
the two ears are cross-correlated, forming a'cross-correlogram'. This mechanism is equivalent to 
the coincidence scheme proposed by Jeffress (1948) for computing interaural time differences. 
Channels of the cross-correlogram that are dominated by frequency components with the same 
interaural time difference exhibit a peak at the same correlation delay. Hence, Lyon's model 
identifies channels with similar peaks and assigns the energy in those channels to the same 
source. 

A Segregation System Using Location Cues Only 

A block diagram of a segregation system which uses location cues is shown in Figure 1. The 
system consists of four processing stages. First, signals recorded from the left and right ears of a 
head and torso simulator are processed by a model of the auditory periphery. The output of the 
peripheral auditory model is a probabilistic representation of auditory nerve firing activity for 
each of 100 filter channels. In the second stage, simulated auditory nerve firings for the left and 
right ears of the same filter channel are cross-correlated, as in Lyon's (1988) model. Thirdly, the 
locations of auditory events are estimated from the cross-corre~ogra:11, and these locations are 
tracked across time. Finally, auditory events with similar locat10n-time tracks are allocated to 
the same source, and a time-frequency mask is constructed that allows the spectrum of the 
source to be recovered. The following sections describe each stage of the model in detail. 
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Figure 1: A segregation scheme using location cues only. The location of each auditory event is 
computed by tracking peaks in a cross-correlogram. Events that have a similar location-time 
track are allocated to the same source. 

Auditory periphery 

Peripheral auditory filtering is simulated by a bank of bandpass'gammatone'filters (Patterson et 
al, 1988), each of which models the response of one point along the basilar membrane. The 
impulse response of a gammatone filter with order n and centre frequency fc Hz is 

gt(t) = tn-l e:xp(-2冗bt)cos(2垢t+<jJ) (1) 

where t is time, <jJ is phase and b is related to bandwidth. Here, fourth order filters are used, with 
centre frequencies distributed according to the equivalent rectangular bandwidth (ERB) scale of 
Glasberg & Moore (1990). Specifically, 100 filters were spaced equally in ERB-rate between 
centre frequencies of 50 Hz and 5 kHz, according to the relation 

E(f)=21.4log10(4.37f+l) (2) 

where E(f) is the number of ERBs at frequency f kHz. Subsequently, the activity in each filter 
channel is converted to simulated auditory nerve discharges by the Meddis (1986) model of inner 
hair cell transduction. The parameters of the model are configured to simulate an auditory nerve 
fibre with a high spontaneous firing rate (Meddis, 1988). 

Cross-correlogram 

There is good evidence from physiological and psychophysical studies that a coincidence or cross-
correlation mechanism underlies the ability of listeners to detect interaural time differences (e.g. 
Yin & Chan, 1988; Jeffress, 1948). Here, a running cross-correlation 

T -t 
ccg(T,f,-rc)=為r(left,f,t)r(right,f,t--r砂exp(五〕 (3) 

is computed between the two ears with a time constant of integration氏 of20 ms. Since 
interaural delays of more than 2 ms are unlikely to play a role in localisation (Blauert, 1983), 
cross-correlation functions were computed for values of the time lag兌 between-2 ms (stimulus 
leading in the left ear) and +2 ms (stimulus leading in the right ear). 

Location analysis 

Recent psychophysical studies suggest that although the auditory system is able to compute 
location on a frequency-by-frequency basis, lateralisation decisions are based on a frequency 
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Figure 2: Cross-correlogram of a mixture 
of two complex tones. For clarity, only the 
response of every fourth channel is shown. 
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Figure 3: Summary cross-correlogram for 
a mixture of two complex tones. Peaks 
occur at correlation delays corresponding to 
the ITD of each complex (-1 ms and +1 ms). 

region wider than a single critical band (Dye, 1990; Trahiotis & Stern, 1989). Indeed, 
computational models of lateralisation that incorporate across-frequency integration have been 
shown to give a close fit to psychophysical data (Stern et al., 1988; Shackleton et al., 1992). 

Here, information in the cross-correlogram is integrated across frequency by computing a 
summary cross-correlogram 

sumccg(t, Tc)= :Z:ccg(t,f, T砂

as suggested by Shackleton et al. (1992). A peak in this summary function occurs at a correlation 
delay corresponding to the interaural time difference of a binaural stimulus. For example, Figure 
2 shows a cross-correlogram of a stimulus consisting of two complex tones. One tone has a 
fundamental frequency of 150 Hz and an ITD of -1 ms, the other has a fundamental frequency of 
200 Hz and an ITD of +l ms. The summary cross-correlogram shown in Figure 3 has a large peak 
at the correlation delay corresponding to each ITD. 

(4) 

Event formaton 

Auditory events are identified by tracking peaks in the summary cross-correlogram through 
time. A birth-death peak tracking system, similar in principle to that described by Brown & 
Cooke (1994a), is applied to summary functions computed at 10 ms intervals. This tracking 
process is governed by the following three rules: 

Rule 1: A peak in the summary cross-correlogram at time t and delay町 isrecruited to an 
existing event ending at time t-1 and delay r2 if I r1-て2I <a. The value of a is not critical, but 
represents a compromise between many short events (small a) and long events that erroneously 
incorporate peaks from unrelated events (large a) . Here, an a value of 0.2 ms was used. 

Rule 2: Existing events at time t-1 that are unable to recruit a peak at time t are terminated. 

Rule 3: Peaks in the summary cross-correlogram that have not been recruited by any existing 
events become the start of a new event. 

In practice, low amplitude peaks in the summary cross-correlogram do not need to be tracked, 
since these are unlikely to have a significant acoustic correlate. For the task considered here 
(tracking two sound sources) only the five largest peaks in each frame of the summary cross-
correlogram were considered in the tracking process. 
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Figure 4: Scaling factors applied to the mask weights for the left ear (solid line) and right ear 
(dashed line). When the source is positioned on the median plane (zero cross-correlation delay), 
the contribution of each ear is weighted equally. 

Sequential grouping by similarity of spatial location 

Cross-correlation delays at each point along a location-time track are averaged over time to give 
a single estimate of the location of the auditory event. This approach is consistent with the 
observation that the auditory system is able to compute mean or compromise locations under 
some conditions, so-called'summing localisation'(Blauert, 1983). Subsequently, events that have 
a similar location are allocated to the same source. Events are judged to be similar if there is a 
difference of less than 0.3 ms between their average cross-correlation delays. 

Occasionally, gaps occur in the location-time tracks for a source, either because the source has 
been masked, or because of errors in the tracking procedure. The cross-correlation delays in 
these gaps are interpolated by using linear least squares analysis to fit a regression line through 
the points in the location-time track. 

Evaluation 

Processing of binaural signals by the system yields a location (cross-correlation delay) for each 
source at each time frame. The spectrum of a source can be recovered by using the location 
information to derive an appropriate weighting of the energy in each auditory filter. Initially, the 
weight w(£,t,f) for filter channel f of ear£at time tis obtained by sampling the cross-correlogram 
at the correlation delayてsof the source: 

w(£,t,f)=v(£,T砂*ccg(t,f,r5) (5) 

The scaling factor v(E, r5) takes a value between zero and unity, as shown in Figure 4. This factor 
ensures that the weight for the left ear is greater when the source location is to the left side of 
the head, and vice versa. The weights derived in this manner are referred to as a mask. If 
segregation has been successful, the mask will have a high value at time-frequency regions 
dominated by the target source, and a low value at time-frequency regions dominated by the 
interfering source. 

The performance of the system can be evaluated quantitatively by comparing the signal-to-noise 
ratio (SNR) before and after segregation (Brown & Cooke, 1994a). Here, the system was 
evaluated on a small data set of speech (the target source) mixed with one of seven intrusive 
sounds (the interfering source). Details of the test signals are given in the Appendix. The SNR at 
time frame t is given by 

SNR(t) C どtan―'[,a/eI:,ight 1 w(c, t, f)• s(<,t, f) 

冗 ,a/el:,ight1 W(,, t'f) * n(£, t, f)] 

(6) 
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where s(E,t,f) and n(E,t,f) represent the RM~energy in ear£and channel f of the auditory 
filterbank for the target source and interfermg source respectively. This metric takes values 
between zero (all noise) and unity (all signal). The arctangent compression is employed because 
the denominator may be zero in some time frames. 

The results are shown in Figure 5, expressed as mean SNR(t) over all time frames t. The signal-
to-noise ratio of the original mixture is calculated by setting all the weights w(£,t,f) in equation 6 
to unity. After segregation by the system, there is an increase in mean SNR for each noise 
condition. 

9

8

7

6

5

4

3

2

 

0

0

0

0

0

0

0

0

 

0
 1+°8.I 8
S
!
O
U
 ,
 oi ,IEu聟
s
u
u
a
w

Talker PingPong 

■ Before segregation 

Figure 5: Comparison of mean SNR before and after segregation by two schemes. The details of 
the pitch and location scheme are given later in the paper. 

Evaluation using the SNR metric alone is inadequate, since conditions may occur where only a 
small proportion of the target source has been recovered but all of the interfering source has been 
excluded; this would lead to a high SNR, but the reconstructed target source would have poor 
intelligibility. Hence, in addition to the SNR metric, we assess the characterisation of the target 
source by the segregation system, defmed as 

I, I,w(e,t,f)*s(e,t,f) 

CHAR(t)= e=left,right f xl00% 
I, I,s(e,t,f) 

(7) 

e=left,right f 

This metric indicates the proportion of energy belonging to the target source that the system has 
retrieved from the mixture. Characterisation scores are shown in Figure 6. Typically, the 
segregation system recovers about 30% of the target voice. 
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Figure 6: Comparison of characterisation scores after segregation by two schemes. The details of 
the pitch and location scheme are given later in the paper. 

-Page 6 -



Discussion 

The segregation system achieves modest improvements in SNR when tested on a small data set. 
Two observations suggest that the performance of the system could be improved. 

First, although the principle of grouping spectral components with a common ITD fits elegantly 
into Bregman's framework for auditory scene analysis, this explanation may be flawed. In 
natural acoustic environments, several wideband sounds originating from different spatial 
locations may reach the ears at any one time. It is quite likely, therefore, that in a particular 
critical band the auditory response at one ear will be dominated by one source, and the response 
at the other ear will be dominated by a different source. As a result, spurious peaks may occur in 
the cross-correlogram that do not correlate with the ITD of a sound source. A similar observation 
has been made by Lyon (1988), although he does not suggest a solution: 

"…local apparent direction decisions often do not correspond to any real sound 
source, but are the results of mixtures of signals…"ゅage322) 

Second, recent psychophysical studies support the notion that the segregation of concurrent 
sounds according to their fundamental frequencies is a more robust strategy than using binaural 
cues (Culling et al., 1994). These considerations prompted the development of a second system, in 
which location and periodicity cues are used together. 

EXPERIMENT TWO: PERIODICITY AND LOCATION CUES 

The block diagram of a second segregation scheme is shown in Fi即re7. The scheme has a 
number of interesting characteristics. First, location is seen as a derived property of groups of 
spectral components that have been formed by the action of another primitive grouping cue, 
common periodicity. Second, pitch analysis and location analysis are performed by mechanisms 
with similar mathematical abstractions (autocorrelation and cross-correlation respectively). Both 
mechanisms also involve integration actoss frequency. Finally, the scheme proposes a novel 
auditory representation, the pitch-azimuth-time cube, which allows temporal continuity in the 
pitch and location domains to be exploited simultaneously. Peripheral auditory processing and 
cross-correlation are performed as described for the previous scheme; other components of the 
new system are described below. 
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Figure 7: A segregation scheme using periodicity and location cues. The fundamental frequency 
and location of each auditory event is displayed within a three-dimensional auditory 
representation, the pitch-azimuth-time cube. The cube allows continuity in the pitch and location 
domains to be exploited simultaneously. 
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Figure 8: Autocorrelogram of a mixture of 
two complex tones. For clarity, only the 
response of every fourth channel is shown. 
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F~gure 9: Summary autocorrelogram for a 
mixture of two complex tones. Peaks occur 
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pitch period of each complex (5 ms and 6.6 
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Autocorrelogram 

Periodicity information is extracted from the auditory nerve by the familiar'autocorrelogram' 
model of auditory pitch analysis (e.g. Slaney & Lyon, 1990; Meddis & Hewitt, 1991; Brown & 
Cooke, 1994a,b), a computational implementation of Licklider's Duplex theory (Licklider, 1954). 
In this scheme, a running autocorrelation of the auditory nerve response at time T is computed 
for each filter channel fas follows: 

T -t 
acg(t:,T,f五）= tど。r(t:,f,t)r(t:,f,t-ra)exp国］ (8) 

Here, r(t:,f,t) is the probability of a spike in the auditory nerve, derived from the Meddis hair cell 
model, for ear f at time t. The time constant of integration出 isset to 20 ms. Autocorrelation 
functions are computed for values of the time lagてabetween O ms and 20 ms; the latter was 
considered to be a reasonable upper limit for the period of voiced speech. A left ear 
autocorrelogram for a mixture of two complex tones with fundamental frequencies 200 Hz and 
150 Hz is shown in Figure 8 (the corresponding cross-correlogram is shown in Figure 2). 

Pitch analysis 

The pitch periods of periodic sources are identified by integrating activity in the autocorrelogram 
over frequency, as suggested by Meddis & Hewitt (1992). Here, we assume that the 
autocorrelation functions from both ears are pooled to give a summary autocorrelogram: 

sumacg(t, ra) = Lacg(left,t,f, ra)+ Lacg(right,t,f, ra) (9) 

The pooling of periodicity information from both ears is consistent with psychophysical evidence 
that binaural integration of spectral energy precedes pitch identification (e.g., Houtsma & 
Goldstein, 1972). Large peaks in the summary autocorrelogram occur at the pitch period of a 
stimulus. For example, Figure 9 shows the summary function for the stimulus used in Figure 8. 
Large peaks occur at the pitch periods of the 200 Hz complex (5 ms) and the 150 Hz complex (6.6 
ms). Note however, that peaks also occur at integer multiples of these periods. 

For the task of tracking the pitches of two concurrent sources, only large peaks in the summary 
autocorrelogram need to be considered as candidate pitch periods. Here, the five largest peaks in 
the summary autocorrelogram are employed in subsequent stages of processing. 

、,

i 

-Page8-



Simultaneous grouping by common periodicity 

Auditory filters that are synchronised to the periodicity of a particular pitch period can be 
identified by sampling the channels of the autocorrelogram at the corresponding autocorrelation 
delay, as suggested by Assmann & Summerfield (1990). Here, the autocorrelograms for each ear 
are sampled to give separate synchrony spectra for the left ear p(left,t,f) and right ear p(right,t,f). 

Location analysis 

The spatial location corresponding to a group of components with common periodicity is 
identified by weighting the channels of the cross-correlogram by the synchrony spectrum for the 
group. Specifically, a weighted summary cross-correlogram 

sumwgt (t, r) = 7 ccg(t,f, r) * [ p(left, t, f) +;(right,t, f)] (10) 

is computed. The cross-correlation delay at which the largest peak occurs in this summary 
function is taken to be the ITD of the group: 

itd(t) = maxr sumwgt(t, r) (11) 

An example of this procedure is shown in Figures 10 and 11, for the mixture of two harmonic 
complexes whose unweighted summary cross-correlogram function is shown in Figure 3. In 
Figure 10, the summary cross-correlogram has been weighted by the synchrony spectrum for the 
complex with fundamental frequency 150 Hz. The largest peak in the weighted summary 
function occurs at a correlation delay corresponding to the ITD of this complex (-1 ms). Similarly, 
the summary cross-correlogram shown in Figure 11 has been weighted by the synchrony 
spectrum for the complex with fundamental frequency 200 Hz, and exhibits a peak at the 
corresponding ITD (+1 ms). 

Pitch-azimuth-time cube 

At each time frame, the pitch periods identified in the summary autocorrelogram are plotted 
together with their corresponding cross-correlation delays to form a three-dimensional auditory 
representation, the pitch-azimuth-time cube. The motivation for this representation is that it 
allows continuity in the pitch and location domains to be exploited simultaneously. 

Points in the pitch-azimuth-time cube are shown in Figure 12 for a stimulus consisting of a 
mixture of two pulsed complex tones. Each pulse has a duration of 200 ms and has the same 
characteristics as the mixture used previously (a component with FO 150 Hz and ITD -1 ms and a 
component with FO 200 Hz and ITD +1 ms). Note that spurious peaks occur at integral multiples 
of the pitch period of each source, but at the same cross-correlation delay. 

Event formation 

Auditory events are identified by tracking points in the pitch-azimuth-time cube. This procedure 
is similar to the birth-death tracking process described previously, except that points are 
recruited to an event only if their pitch and location are sufficiently similar to that of the 
candidate event. Event formation therefore proceeds in a three dimensional space, rather than 
the two-dimensional space used previously. Specifically, the first rule of the peak tracking 
scheme is modified as follows: 

Rule 1: A peak in the pitch-time-azimuth cube at time t, autocorrelation delayら1and cross--
correlation delay兌1is recruited to an existing event ending at time t-1, autocorrelation delay Ta2 
and cross-correlation delay rc2 if I Ta1―てa2I <<Xa and I rc1 -rc2 I <<Xe. Here, <Xa is 0.6 ms and <Xe is 0.2 
ms. As before, the values of these thresholds are not critical, but represent a compromise 
between many short events and long events that incorporate unrelated peaks. 

The auditory events formed by tracking the peaks in Figure 12 are shown in Figure 13. Events 
that exist for less than two time frames are removed, since these are unlikely to have a 
significant acoustic correlate. 
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Sequential grouping by similarity of pitch and spatial location 

As in the first scheme, the cross-correlation delays at each time frame of an auditory event are 
averaged to give a single estimate of location. Autocorrelation delays are averaged in a similar 
manner, giving a mean pitch. Events that have a similar pitch period and location are allocated 
to the same source. Events are judged to be similar if there is a difference of less than 0.3 ms 
between their average cross-correlation delays and a difference of less than 3 ms between their 
mean pitch periods. The sequential grouping of auditory events according to the similarity of 
their pitches is in agreement with psychophysical studies (e.g. Blokx & N ooteboom, 1982). 

This grouping process is illustrated in Figures 14 and 15, which show groups derived from the 
pitch-azimuth-time cube for the mixture of two harmonic complexes, shown in Figure 13. 

Again, breaks may occur in the tracking of events. These gaps occur when the source being 
tracked is not periodic, and also because of errors in the pitch and location analyses or because 
the source has been masked. The cross-correlation delays in these gaps are interpolated using 
linear least squares analysis. 

Evaluation 

For each source, the system identifies a stream of events. When the source is periodic, events in 
the stream are defmed by a pitch (autocorrelation delay) and a location (cross-correlation delay) 
at each time frame. In these cases, the spectrum of the source is recovered by sampling the 
autocorrelogram at the correlation delay rp corresponding to the pitch period: 

w(E,t,f) = v(E心 *acg(E,t,f,rp) (12) 

As before, the scaling factor v (E, 叫 shownin Figure 4 weights the spectra for the left and right 
ears according to the cross-correlation delay存

When the souce is not periodic, events are defined only by an (interpolated) location. In these 
cases, the spectrum of the source is recovered by sampling the cross-correlogram, as described for 
the first scheme. 

The system was evaluated on the mixtures and speech and intrusive noises described previously. 
Mean SNRs for each noise condition are shown in Figure 5. Performance of the system using 
pitch and location cues is slightly better for each noise condition that performance using location 
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Figure 14: Pitch-azimuth-time stream for 
the component of the mixture with 
fundamental frequency 150 Hz and ITD -1 
ms. The stream was derived by sequentially 
grouping the events in Figure 13 according to 
the similarity of their pitch (autocorrelation 
delay) and location (cross-correlation delay). 

Figure 13: Auditory events for the mixture of 
two pulsed complex tones, derived by tracking 
the points in Figure 12 through time. Events 
occur at the pitch period of each source, and 
also at integer multiples of the pitch period. 
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ms, derived in the same manner as the 
stream shown in Figure 14. 
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cues alone. Similarly, Figure 6 indicates that the characterisation of the target source is 
improved for most noise conditions by using both cues rather than location cues only. 

Discussion 

The results of the second experiment suggest that a segregation scheme in which pitch and 
location cues are used together has a performance advantage over a scheme that uses location 
cues only. 

Although the emphasis of this study has been on investigating the way in which different 
auditory grouping cues can be employed together - rather than on constructing a high 
performance segregation system -it should be remarked that both systems only achieved modest 
improvments in SNR, and the improvement obtained by the second scheme relative to the first 
was also small. A possible reason for this was that neither system employed a principle of 
exclusive allocation (Bregman, 1990) in which all of the energy in a particular frequency band is 
assigned to a single source. Our previous work (Brown, 1992) suggests that such a scheme might 
give rise to a higher baseline performance. However, incorporating a principle of exclusive 
allocation into the current scheme was problematic, because it was not clear how to compute the 
cross-correlogram in frequency bands where the energy at the left and right ears had not been 
allocated to the same source. 

It should be noted that the computational load of the second scheme is approximately three times 
that of the first scheme, since two autocorrelograms must be computed in addition to the cross-
correlogram. If computational efficiency is an important consideration, therefore, it is debatable 
whether the small improvment in SNR obtained by the second system merits the computational 
cost of the additional processing. 

GENERAL DISCUSSION 

Relationship to Psychoacoustical Studies 

Our results suggest that the performance of a segregation system, in terms of SNR improvement, 
is better if periodicity and location cues are used together than if location cues are used alone. 
The reason for this result is that an analysis of location is more reliable if the contribution of a 
source to the activity in each ear is determined first by other primitive grouping principles (in 
this case, common periodicity). Essentially, the second scheme considers periodic regions of a 
source to be the optimum points at which to compute its location. During nonperiodic regions, the 
location of the source is interpolated between these'islands'of reliable location estimates. 

The notion that pitch cues are more robust than location cues finds some support in the 
literature. A number of psychophysical studies have recently suggested that pitch-based 
segregation may be more reliable than location-based segregation, particularly in reverberant 
environments (e.g., Culling et al., 1994). Similarly, it is well known that spatial location cues are 
subservient to pitch cues in some situations, as illustrated in Deutch's (19xx) scale illusion. 

Additionally, the second scheme described here is compatible with the finding of Shackleton & 
Meddis (1992) that the ability of listeners to exploit spatial location cues in order to segregate 
concurrent vowels is improved when the vowels have a different fundamental frequency. 

Limitations of the Model 

Perhaps the most significant limitation of the current model is the omission of interaural 
intensity difference (IID) cues. However, recent psychophysical findings suggest that interaural 
time differences (ITD) are the dominant cue for sound localisation. For example, Wightman & 
Kistler (1992) asked listeners to localise complex sounds that were synthesized in such a way 
that ITD and IID cues were placed in conflict. They concluded that 

" ... with wideband stimuli, interaural intensity and spectral shape cues appear to 
play a secondary role in cueing apparent source azimuth and elevation…the 
interaural time cue may be used primarily to establish the locus of possible source 
directions. Interaural intensity and spectral cues are then analysed to resolve 
confusions ... " 
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Such confusions occur because a given~TD is insufficient to uniquely define the position of a 
sound source in space. Rather, there is a cone of confusion'around each ear, such that any sound 
source positioned on the surface of the cone will give rise to the same ITD (Mills, 1972). However, 
the segregation system described here was limited to the task of localising sounds in the frontal 
horizontal plane. Hence, cone of confusion ambiguities did not need to be considered, and it is 
doubtful whether the inclusion of IID cues would have significantly improved the performance of 
the system. 

Clearly, it would be necessary to implement IID cues if the system was required to segregate 
sounds from arbitrary positions in auditory space. The IID at characteristic frequency f and time 
t can be computed in decibels as follows: 

iid(f,t) = 10log10( 
ar(right,f,t) 

ar(left,f,t) J (13) 

Here, ar(E,f,t) is a leaky sum of the auditory nerve firing rate, defmed by 

ar(E,f,t) = ir(E,f,t)exp(嘉〕 (14) 

where伍 isthe time constant of integration. A similar technique has previously been described 
by Macpherson (1991). Time and intensity differences c叫 dbe combined in our system by 
relating ITD, IID and source location though a pre-learned mapping. Alternatively, IID could be 
treated as an additional dimension of the pitch-azimuth-time cube. 

A second limitation arises from the fact that the system has only been applied to the segregation 
of sound sources in an anechoic environment. As a result, no attempt has been made to simulate 
the Haas (precendence) effect, which inhibits the contribution of reflected sound waves to the 
perceived location of a sound source (Zurek, 1980). Additionally, the tendency of listeners to 
weight certain spectral regions more heavily when making location judgments (Bilsen & 
Raatgever, 1973) and the bias of location judgments towards central rather than lateral 
locations (Stern et al., 1988) have not been modelled. 

SUMMARY 

Two approaches to the segregation of speech from noise intrusions have been described. The first 
scheme grouped sound components according to their locations,. whereas the second scheme 
employed pitch as well as location cues. In terms of improvement in signal-to-noise ratio, the 
second scheme has a performance advantage over the first. 
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APPENDIX 

Binaural Recording Setup 

Binaural recordings of a target source and interfering source were made in an anechoic chamber 
using a Bruel & Kjぉrhead and torso simulator type 4128. The sources were positioned 
approximately 90 degrees apart, with the target source to the right side of the head (see Figure 
16). Both sources were placed 1 metre from the head. 

The left and right outputs from the head and torso 
simulator were amplified by a Yamaha HAS 
microphone preamplifier, and sampled at a rate of 
48 kHz with 16 bit resolution by a Macintosh Ilfx 
computer with Digidesign ProTools software. 
Recordings were then downsampled to 16 kHz. 
Clearly, using the higher sampling rate would be 
preferable since this would give greater resolution 
in the autocorrelation and cross-correlation maps; 
however, the computational load at such a high 
sampling rate is prohibitive. 
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Note that because quantitative evaluation of the 
segregation system requires separate signal and 
noise waveforms, the target source and interfering Figure 16. Schematic diagram of the 
source were recorded separately. Mixtures were binaural recording setup. 
obtained by adding the waveforms of the target 
sound and interfering sound after downsampling. 
Since the outer and middle ears are roughly linear, this technique gives a reasonable 
approximation to the waveform that would be obtained by recording the target and interfering 
sources simultaneously. 

Target Interfering 
source source 

Details of the Test Stimuli 

Target source. The target source was a male native English speaker uttering the sentence "one, 
two, three, four, five". Note that the target sound therefore contained voiced and unvoiced 
segments; this is a departure from our previous studies (Brown, 1992; Cooke & Brown, 1993; 
Brown & Cooke, 1994a,b) which used voiced speech only. 

Interfering sources. Th~waveform of the target sound was added to the waveform of each of 
seven interfering sounds, giving seven mixtures. The interfering sounds were selected as 
examples of typical environmental intrusions; their properties are given below: 

ID Description Characteristics 

Talker Voice of male native English speaker Wideband, continuous 

Rip Sheet of paper being ripped Mid to high frequency, continuous 

Crush Sheet of paper being crumpled Mid to high frequency, continuous 

Rock Rock music Wideband, continuous/impulsive 
聾

Piano Solo piano music Wideband, continuous I 

PingPong Table tennis ball dropped on bat Wideband, impulsive I 
畜

Razor Buzz of electric razor Wideband, continuous 

The music intrusions were played from compact disc through a pair of small domestic hi-fi 
speakers. The PingPong intrusion was inspired by a similar stimulus used by Lyon (1988) to test 
his binaural segregation scheme. 
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