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#### Abstract

This paper provides a study on object recognition under paraperspective projection. Discussed is the problem of determining whether or not a given image was obtained from a 3-D object to be recognized. First it is clarified that paraperspective projection is the first-order approximation of perspective projection. Then it is shown that, if we represent an object as a set of its feature points, any paraperspective image can be expressed as a linear combination of three appropriate paraperspective images. We show that any paraperspective image of an object enjoys this property even if it undergoes not only a rigid transformation but also an affine transformation. Particularly in the case of a rigid transformation, the coefficients of the combination have to satisfy two conditions: orthogonality and norm equality. A simple algorithm to solve the above problem based on these properties is presented: a linear, single-shot algorithm. Some experimental results with artificial images are also given; it is found that the algorithm correctly solves the problem for perspective projection as well as for paraperspective projection. Our investigation shows that there exists a simple linear algorithm for recognizing a 3-D object. Namely, we only have to store three images and, whenever a new image is given, we simply determine whether it can be expressed as a combination of the three images.
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## 1 Introduction

Human beings can easily recognize objects in 3-D through visual 2-D information. The appearance of an object shape varies significantly as the viewpoint changes. This results in numerous different images even for the same object. Fundamental difficulty in recognizing objects from images is how to deal with the images that were obtained from the same object. Hence it is a very important problem in object recognition to determine whether or not a given new image was obtained from the same object. A classical approach [3] to this problem is to construct object descriptors that are unaffected by a change in viewpoint. For example, we first recover the 3-D information of an object, and then describe the object with the object-centered coordinates. Though use of generalized cylinders [5] has been proposed with a view to constructing a viewpoint invariant descriptor, it is not an easy task to construct such a descriptor from images. Methods [4], [6], [17] that use geometric invariants have also been proposed. Geometric invariants are viewpoint invariant functions in terms of the coordinates of point images or the coefficients of equations that represent line (or curve) images. Attaching the values of geometric invariants to objects makes it easy to identify one object out of many. Several invariants [11], [12], [13] have been actively derived; however, we must have strong prior knowledge about objects to calculate the invariants. Accordingly, we can not make good use of geometric invariants.

On the other hand, Poggio-Edelman [9] proposed an approach where orthographically projected images, which, of course, depend on the viewpoint, are directly treated for object recognition. The approach does not explicitly recover 3-D information of an object. GRBF (Generalized Radial Basis Function) is used there for learning and also recognizing an object. The network obtains the coordinates of point images of an object to be recognized as its inputs and after its learning process, it establishes some template images of the object within its hidden units. By interpolating or extrapolating the template images, it deals with an image from a different viewpoint. However, we need many images to make the network learn an object; consequently we must get a number of images of an object in advance.

In contrast to this, Ullman-Basri [8], [16] showed that three images are sufficient to describe any other image of the same object under orthographical projection and that any image can be described as a linear combination of the three images. Their results led to an approach
that recognizes the object if the new image can be expressed as a linear combination of the three stored images. Sugimoto-Murota [14] extended their results to the case of perspective projection, showing that four images are sufficient to recognize an object under perspective projection, and that an image can be described as a certain nonlinear combination of the four images. However, it is not an easy computational task to determine whether or not an image can be described as a nonlinear combination of the stored images; we will face a convergence problem and a local minimum trap.

Orthographical projection is convenient, being a very rough approximation of the projection of light on the retina. On the other hand, perspective projection, which is the true model of the projection on the retina, often leads to complicated equations for many problems and makes the subsequent analysis difficult. As a compromise, Ohta-Maenobu-Sakai [7] proposed a new model, termed paraperspective projection by Aloimonos [1], [2] to approximate the distortion of a texel pattern under perspective projection. Paraperspective projection stands in complexity between the orthographical and the perspective. It is a good approximation of perspective projection when the size of an object is sufficiently small, compared with the distance between the object and the viewpoint.

This paper is a study on the problem above under paraperspective projection, namely, the problem of determining whether or not a given paraperspective image was obtained from a 3-D object to be recognized. The mathematical meaning of paraperspective projection is clarified: paraperspective projection is the first-order approximation of perspective projection. Under the paraperspective projection, when we represent an object as a set of its feature points, the coordinates of the feature points of any image can be expressed as a certain combination of the coordinates of the feature points of several images of the same object, just as in the case of orthographical projection. Three images are found to be sufficient, though the number of images required for such descriptions depends upon the representation of admissible transformations. The problem under paraperspective projection is thus reduced to the problem of determining whether or not the image is described as a combination of the three stored images. Therefore, the approximation of perspective projection by paraperspective projection makes the problem solvable with a computationally simple procedure: a single-shot algorithm.

The outline of this paper is as follows. In Section 2 we introduce paraperspective projection
and show that it is the first-order approximation of perspective projection. In Sections 3 and 4, we formulate the problem to solve, and give a mathematical description to paraperspective images. In Section 5 we consider three representations of admissible transformations. Here the motion for an object is assumed to be described by an affine transformation or by a rigid transformation. And we show that, in either case, any image of the same object can be described as a certain combination of several images. First, we discuss a simple representation, linear combination (in the ordinary sense) representation of admissible transformations, and then exploit the other representations to reduce the number of images required for the description of other images. We also show that, when rigid transformations are admissible, we have two conditions, orthogonality and norm equality, on the coefficients that appear in the combinations. In Section 6 we present an algorithm for recognition under paraperspective projection and show some experimental results with artificial images in Section 7.

## 2 Paraperspective projection

### 2.1 Definition of paraperspective projection

The notion of paraperspective projection was introduced by Y. Ohta, K. Maenobu and T. Sakai (see [7]) and named by J. Aloimonos (see [1], [2]). It globally preserves the properties of perspective projection and locally realizes orthographical projection. Suppose that the center of a lens whose focal length is $f$ coincides with the origin and that the $z$ axis is aligned with the optical axis. Let ${ }^{1} x^{\mathrm{G}}=\left(x^{\mathrm{G}}, y^{\mathrm{G}}, z^{\mathrm{G}}\right)^{\mathrm{T}}$ be the coordinates of a reference point ${ }^{2} \mathrm{G}$ under paraperspective projection. Then a point $p$ (with coordinates $\boldsymbol{x}^{p}$ ) in 3-D space is paraperspectively projected to $\tilde{\boldsymbol{\pi}}^{p}$ in the image plane ( $z=f$ ) as follows (see Fig. 1):

1. $\boldsymbol{x}^{p}$ is first projected to $^{3} \tilde{\boldsymbol{x}}^{p}\left(\in \mathrm{R}^{3}\right)$ on the plane $z=z^{\mathrm{G}}$, which is parallel to the image plane. The projection is performed by using a ray that is parallel to ray OG going through the origin O and the reference point G .
2. $\tilde{\boldsymbol{x}}^{p}$ is then projected perspectively to $\tilde{\pi}^{p}$ in the image plane $(z=f)$, where $\tilde{\pi}^{p} \in \mathbf{R}^{2}$.
[^1]For $\boldsymbol{x}^{p}=\left(x^{p}, y^{p}, z^{p}\right)^{\mathrm{T}}$, we get

$$
\begin{align*}
\tilde{\pi}^{p} & =\left(\tilde{\pi}_{1}^{p}, \tilde{\pi}_{2}^{p}\right)^{\mathrm{T}} \\
& =\frac{f}{z^{\mathrm{G}}}\left(\begin{array}{lll}
1 & 0 & -\frac{x^{G}}{z^{G}} \\
0 & 1 & -\frac{y^{G}}{z^{G}}
\end{array}\right) \boldsymbol{x}^{p}+\frac{f}{z^{G}}\binom{x^{\mathrm{G}}}{y^{\mathrm{G}}} . \tag{2.1}
\end{align*}
$$

Since $\boldsymbol{x}^{\text {G }}$ is the centroid of the feature points, we have

$$
\begin{equation*}
\boldsymbol{x}^{\mathrm{G}}=\frac{1}{P} \sum_{p=1}^{P} \boldsymbol{x}^{p} . \tag{2.2}
\end{equation*}
$$

It is clear that paraperspective projection decomposes the image distortions into two parts: Step 1 captures the foreshortening distortion and part of the position effect, and Step 2 captures both the distance and the position effect. For points in the plane $z=z^{\mathrm{G}}$, paraperspective projection coincides with perspective projection.

Remark 2.1 When we let $f \rightarrow \infty$ in (2.1), $\tilde{\pi}^{p}$ does not tend to the orthographical image of $p$. Instead, we should first shift the coordinate system by $-f$ along the $z$ axis and then take the limit $f \rightarrow \infty$. We choose in this paper a coordinate system in which the viewpoint and the origin coincide so that a rotation around the viewpoint can be expressed as a $3 \times 3$ orthogonal matrix.

Remark 2.2 Under perspective projection, $\boldsymbol{x}^{p}=\left(x^{p}, y^{p}, z^{p}\right)^{\mathrm{T}}$ is projected to $\pi^{p}=\left(\pi_{1}^{p}, \pi_{2}^{p}\right)^{\mathrm{T}}$ as follows:

$$
\begin{equation*}
\pi_{1}^{p}=\frac{x^{p}}{z^{p}} f, \quad \pi_{2}^{p}=\frac{y^{p}}{z^{p}} f \tag{2.3}
\end{equation*}
$$

The coordinates of a point are not linearly related to the coordinates of its perspective image, whereas they are linear for its paraperspective image (see (2.1)).

### 2.2 Meaning of paraperspective projection

Paraperspective projection is defined by the procedure explained above. Here we show that paraperspective projection is the first-order approximation of perspective projection. In accordance with the notation introduced above, suppose a point $p$, with coordinates $\boldsymbol{x}^{p}$, is paraperspectively projected to $\tilde{\pi}^{p}$ and perspectively projected to $\pi^{p}$. The coordinates of the
reference point under paraperspective projection are denoted as $\boldsymbol{x}^{\mathrm{G}}$. Let $\delta \boldsymbol{x}^{p}=\left(\delta x^{p}, \delta y^{p}, \delta z^{p}\right)^{\mathrm{T}}$ be defined by

$$
\left(\begin{array}{c}
\delta x^{p} \\
\delta y^{p} \\
\delta z^{p}
\end{array}\right):=\left(\begin{array}{c}
x^{p}-x^{\mathrm{G}} \\
y^{p}-y^{\mathrm{G}} \\
z^{p}-z^{\mathrm{G}}
\end{array}\right)
$$

From (2.3) we have

$$
\begin{equation*}
\pi_{1}^{p}=\frac{x^{\mathrm{G}}+\delta x^{p}}{z^{\mathrm{G}}+\delta z^{p}} f, \quad \pi_{2}^{p}=\frac{y^{\mathrm{G}}+\delta y^{p}}{z^{\mathrm{G}}+\delta z^{p}} f . \tag{2.4}
\end{equation*}
$$

We assume

$$
\begin{equation*}
\left|x^{\mathrm{G}}\right| \gg\left|\delta x^{p}\right|,\left|y^{\mathrm{G}}\right| \gg\left|\delta y^{p}\right|,\left|z^{\mathrm{G}}\right| \gg\left|\delta z^{p}\right| \tag{2.5}
\end{equation*}
$$

and take up to the first-order terms in the Taylor expansion of (2.4) around $\boldsymbol{x}^{G}$, then we get

$$
\begin{aligned}
& \pi_{1}^{p}=f\left[\frac{x^{\mathrm{G}}}{z^{\mathrm{G}}}+\frac{1}{z^{\mathrm{G}}} \delta x^{p}-\frac{x^{\mathrm{G}}}{\left(z^{\mathrm{G}}\right)^{2}} \delta z^{p}+\cdots\right] \\
& \pi_{2}^{p}=f\left[\frac{y^{\mathrm{G}}}{z^{\mathrm{G}}}+\frac{1}{z^{\mathrm{G}}} \delta y^{p}-\frac{y^{\mathrm{G}}}{\left(z^{\mathrm{G}}\right)^{2}} \delta z^{p}+\cdots\right]
\end{aligned}
$$

On the other hand, from (2.1) we obtain

$$
\begin{aligned}
& \tilde{\pi}_{1}^{p}=f\left[\frac{x^{\mathrm{G}}+\delta x^{p}}{z^{\mathrm{G}}}-\frac{x^{\mathrm{G}}}{\left(z^{\mathrm{G}}\right)^{2}} \delta z^{p}\right] \\
& \tilde{\pi}_{2}^{p}=f\left[\frac{y^{\mathrm{G}}+\delta y^{p}}{z^{\mathrm{G}}}-\frac{y^{\mathrm{G}}}{\left(z^{\mathrm{G}}\right)^{2}} \delta z^{p}\right]
\end{aligned}
$$

It is clear that $\tilde{\boldsymbol{\pi}}^{p}$ is the first-order approximation of $\boldsymbol{\pi}^{p}$. Therefore, when the distance between the object and the viewpoint is sufficiently large, compared with the size of the object (see (2.5)), paraperspective projection will be a good approximation of perspective projection.

Remark 2.3 Sugimoto-Murota [15] and Poelman-Kanade [10], independently, clarified the property that paraperspective projection is the first-order approximation of perspective projection. As we can see, we do not use (2.2) in this subsection. Accordingly, we can take any point $G$ that satisfies (2.5) as a reference point under paraperspective projection in order to show this property. In contrast to this, Poelman-Kanade [10] assumes that the centroid of the feature points is the reference point throughout the paper.

## 3 Formulation of the problem

In this section we formulate our problem in a well-defined form. The following are assumed:

- An object moves around a fixed viewpoint, and a motion is described by an affine transformation or by a rigid transformation.
- Any image is paraperspectively obtained.
- Feature points in an image are correctly extracted.
- The set of points of which the object consists has a one-to-one correspondence to the set of the feature points in the images, and the correspondence remains invariant under any transformation of the object.
- The set of the feature points in the images is fixed, and the correspondence of the feature points among the images is known.

Now suppose that a point $p$ (with coordinates $x^{p}$ ) moves to $x_{i}^{p}$ with a transformation $i$ and that it is paraperspectively projected to $\tilde{\pi}_{i}^{p}$ (see Fig. 2). When $p$ is subject to an affine transformation, the transformation $i$ is characterized as follows:

$$
x_{i}^{p}=R_{i} x^{p}+t_{i}
$$

where ${ }^{4}$

$$
\begin{equation*}
R_{\boldsymbol{i}} \in \mathrm{GL}(3), \quad \boldsymbol{t}_{\boldsymbol{i}} \in \mathrm{R}^{3} . \tag{3.1}
\end{equation*}
$$

When $p$ is subject to a rigid transformation, (3.1) is to be replaced by

$$
R_{i} \in \operatorname{SO}(3), \quad t_{i} \in \mathbf{R}^{3}
$$

It is clear that

$$
x_{i}^{\mathrm{G}}=R_{i} x^{\mathrm{G}}+t_{i}
$$

[^2]follows from (2.2). Put
\[

$$
\begin{aligned}
& U_{i}:=f\left(\begin{array}{ccc}
1 / z_{i}^{\mathrm{G}} & 0 & -x_{i}^{\mathrm{G}} /\left(z_{i}^{\mathrm{G}}\right)^{2} \\
0 & 1 / z_{i}^{\mathrm{G}} & -y_{i}^{\mathrm{G}} /\left(z_{i}^{\mathrm{G}}\right)^{2}
\end{array}\right), \\
& V_{i}:=f\binom{x_{i}^{\mathrm{G}} / z_{i}^{\mathrm{G}}}{y_{i}^{\mathrm{G}} / z_{i}^{\mathrm{G}}},
\end{aligned}
$$
\]

then we obtain

$$
\tilde{\pi}_{i}^{p}=U_{i} x_{i}^{p}+V_{i} .
$$

We represent an object as a set of its feature points. An image of an object is accordingly represented as a set of the projected feature points in the image plane. Let $\left\{\tilde{\boldsymbol{\pi}}_{i}^{p}\right\}_{p=1}^{P}$ denote the image of an object to be recognized with a transformation $i(i \in\{1,2, \ldots, I\})$ where the number of the feature points is assumed to be $P$; hence we have $I$ images of the object. We denote a new image by $\left\{\tilde{\pi}_{*}^{p}\right\}_{p=1}^{P}$. The problem we investigate here is to determine whether or not the image $\left\{\tilde{\pi}_{*}^{p}\right\}_{p=1}^{P}$ is obtained from the same object with a certain transformation. We assume that a class of admissible transformations of a 3-D object is specified. This is because the decision whether or not the new image was obtained from the same object depends upon the class of admissible transformations. In this paper, we consider two classes of admissible transformations: affine transformations $\mathcal{A}_{\mathrm{a}}$ and rigid transformations $\mathcal{A}_{\mathrm{r}}$. Both form a group and are expressed, respectively, as follows:

$$
\begin{align*}
\mathcal{A}_{\mathrm{a}} & =\left\{(R, \boldsymbol{t}) \mid R \in \mathrm{GL}(3), \boldsymbol{t} \in \mathrm{R}^{3}\right\} \\
\mathcal{A}_{\mathrm{r}} & =\left\{(R, \boldsymbol{t}) \mid R \in \mathrm{SO}(3), \boldsymbol{t} \in \mathbf{R}^{3}\right\} \tag{3.2}
\end{align*}
$$

Since $\mathrm{SO}(3) \subset \mathrm{GL}(3)$, elements of $\mathcal{A}_{\mathrm{r}}$ are characterized as those elements of $\mathcal{A}_{\mathrm{a}}$ that satisfy certain conditions. Therefore, (3.2) can be rewritten as

$$
\mathcal{A}_{\mathbf{r}}=\left\{(R, t) \in \mathcal{A}_{\mathbf{a}} \mid R \in \mathrm{SO}(3)\right\} .
$$

In this paper, we regard $\mathcal{A}_{\mathrm{r}}$ as part of $\mathcal{A}_{\mathrm{a}}$ with the conditions. We write $i \in \mathcal{A}$ as a shorthand notation for $\left(R_{i}, \boldsymbol{t}_{i}\right) \in \mathcal{A}$. For a class of admissible transformations $\mathcal{A}$, put

$$
\tilde{\Pi}^{p}:=\left\{\tilde{\pi}_{i}^{p} \mid \tilde{\pi}_{i}^{p}=U_{i} x_{i}^{p}+V_{i}, \exists i \in \mathcal{A}\right\} .
$$

$\tilde{I}^{p}$ is the set of possible paraperspective images of point $p$ for a class of admissible transformations $\mathcal{A}$. The problem is formulated as follows.

Problem 3.1 Suppose a class $\mathcal{A}$ of admissible transformations is specified. Find a procedure which, treating directly $\left\{\tilde{\boldsymbol{\pi}}_{i}^{p}\right\}_{p=1}^{P}(i \in\{1,2, \ldots, I\})$, determines whether or not $\tilde{\boldsymbol{\pi}}_{*}^{p} \in \tilde{\Pi}^{p}$ for all $p \in\{1,2, \ldots, P\}$ every time $\left\{\tilde{\pi}_{*}^{p}\right\}_{p=1}^{P}$ is given.

We assume a representation of admissible transformations for further investigation, because a procedure to be constructed depends on the representation of admissible transformations.

In Section 5, we consider three representations, all of which are linear equations in the elements of admissible transformations.

## 4 Mathematical description of images

### 4.1 Coordinates in the image plane

Since

$$
\begin{equation*}
\tilde{\pi}_{i}^{\mathrm{G}}=\frac{1}{P} \sum_{p=1}^{P} \tilde{\pi}_{i}^{p} \tag{4.1}
\end{equation*}
$$

follows from (2.1) and (2.2), we can calculate $\tilde{\pi}_{i}^{\mathrm{G}}$ easily from $\tilde{\boldsymbol{\pi}}_{i}^{p}(p=1,2, \ldots, P)$. We denote the increment of $\tilde{\pi}_{i}^{p}$ from $\tilde{\pi}_{i}^{G}$ by

$$
\begin{equation*}
\rho_{i}^{p}:=\tilde{\pi}_{i}^{p}-\tilde{\pi}_{i}^{\mathrm{G}}, \tag{4.2}
\end{equation*}
$$

and as a counterpart of $\tilde{I}^{p}$ we put

$$
P^{p}:=\left\{\rho_{i}^{p} \mid \rho_{i}^{p}=\tilde{\pi}_{i}^{p}-\tilde{\pi}_{i}^{\mathrm{G}}, \tilde{\pi}_{i}^{p} \in \tilde{I}^{p}\right\} .
$$

Since $\rho_{i}^{p}$ is easily calculated from $\tilde{\boldsymbol{\pi}}_{i}^{p}$, we may concentrate on $\rho_{i}^{p}$ instead of $\tilde{\boldsymbol{\pi}}_{i}^{p}$. In other words, we may regard $\left\{\rho_{i}^{p}\right\}_{p=1}^{P}(i=1,2, \ldots, I)$ and $\left\{\rho_{*}^{p}\right\}_{p=1}^{P}$ as the stored image and a new image respectively.

From (4.2) we have

$$
\begin{equation*}
\rho_{i}^{p}=\frac{f}{\left(z_{i}^{\mathrm{G}}\right)^{2}} Q\left[\boldsymbol{x}_{i}^{\mathrm{G}}\right] \delta \boldsymbol{x}_{i}^{p}, \tag{4.3}
\end{equation*}
$$

where

$$
Q:=\left(\begin{array}{ccc}
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right)
$$

and for $\boldsymbol{x}=\left(x_{1}, x_{2}, x_{3}\right)^{\mathrm{T}}$ in general, $[\boldsymbol{x}]$ is defined by

$$
[\boldsymbol{x}]:=\left(\begin{array}{ccc}
0 & -x_{3} & x_{2}  \tag{4.4}\\
x_{3} & 0 & -x_{1} \\
-x_{2} & x_{1} & 0
\end{array}\right) .
$$

The operation [ $x$ ] has the following properties.
Lemma 4.1 $\operatorname{Let}^{5} \boldsymbol{x}, \boldsymbol{y} \in \mathrm{R}^{3}$ and $R \in \mathrm{GL}(3)$.

$$
\begin{align*}
{[\boldsymbol{x}+\boldsymbol{y}] } & =[\boldsymbol{x}]+[\boldsymbol{y}],  \tag{4.5}\\
R^{\mathrm{T}}[R \boldsymbol{x}] R & =\operatorname{det} R \cdot[\boldsymbol{x}] \tag{4.6}
\end{align*}
$$

Proof: (4.5) is trivial from the definition of [ • ] (see (4.4)). Putting

$$
R^{\mathrm{T}}=\left(\boldsymbol{r}_{1}\left|\boldsymbol{r}_{2}\right| \boldsymbol{r}_{3}\right)
$$

we have

$$
\operatorname{det} R \cdot R^{-1}=\left(\begin{array}{l|l|l}
{\left[\boldsymbol{r}_{2}\right] \boldsymbol{r}_{3}} & {\left[\boldsymbol{r}_{3}\right] \boldsymbol{r}_{1}} & {\left[\boldsymbol{r}_{1}\right] \boldsymbol{r}_{2}}
\end{array}\right)
$$

It is easy to $\mathrm{sec}^{6}$

$$
\begin{align*}
(\operatorname{det} R)^{2} \cdot\left(R^{-\mathrm{T}}[\boldsymbol{x}] R^{-1}\right)_{12} & =\left(\left[\boldsymbol{r}_{2}\right] \boldsymbol{r}_{3}\right)^{\mathrm{T}}[\boldsymbol{x}]\left[\boldsymbol{r}_{3}\right] \boldsymbol{r}_{1} \\
& =\boldsymbol{r}_{3}^{\mathrm{T}}\left[\boldsymbol{r}_{2}\right]\left[\left[\boldsymbol{r}_{3}\right] \boldsymbol{r}_{1}\right] \boldsymbol{x} \\
& =\boldsymbol{r}_{3}^{\mathrm{T}}\left[\boldsymbol{r}_{2}\right]\left\{\left(\boldsymbol{r}_{3} \cdot \boldsymbol{x}\right) \boldsymbol{r}_{1}-\left(\boldsymbol{r}_{1} \cdot \boldsymbol{x}\right) \boldsymbol{r}_{3}\right\} \\
& =\boldsymbol{r}_{3}^{\mathrm{T}}\left[\boldsymbol{r}_{2}\right] \boldsymbol{r}_{1} \boldsymbol{r}_{3}^{\mathrm{T}} \boldsymbol{x} \\
& =\operatorname{det} R \cdot[R \boldsymbol{x}]_{12} . \tag{4.7}
\end{align*}
$$

[^3]In the same way, we obtain

$$
\begin{align*}
& (\operatorname{det} R)^{2} \cdot\left(R^{-\mathrm{T}}[\boldsymbol{x}] R^{-1}\right)_{13}=\operatorname{det} R \cdot[R \boldsymbol{x}]_{13}  \tag{4.8}\\
& (\operatorname{det} R)^{2} \cdot\left(R^{-\mathrm{T}}[x] R^{-1}\right)_{23}=\operatorname{det} R \cdot[R \boldsymbol{x}]_{23} \tag{4.9}
\end{align*}
$$

Since both $R^{-T}[x] R^{-1}$ and $[R x]$ are alternating, it follows

$$
\operatorname{det} R \cdot R^{-\mathrm{T}}[\boldsymbol{x}] R^{-1}=[R \boldsymbol{x}]
$$

from (4.7), (4.8) and (4.9), which yields (4.6).

### 4.2 Images

Assume that, for $i \in\{1,2, \ldots, I\}$, the stored image $\left\{\rho_{i}^{p}\right\}_{p=1}^{P}$ was obtained from $\left\{x_{i}^{p}\right\}_{p=1}^{P}$ that satisfies

$$
x_{i}^{p}=R_{i} x^{p}+t_{i} \quad(p \in\{1,2, \ldots, P\}) .
$$

This implies

$$
\begin{aligned}
\delta x_{i}^{p} & =R_{i} \delta x^{p} \\
x_{i}^{\mathrm{G}} & =R_{i} x^{\mathrm{G}}+\boldsymbol{t}_{i},
\end{aligned}
$$

from which it follows

$$
\left[\boldsymbol{x}_{i}^{\mathrm{G}}\right] \delta \boldsymbol{x}_{i}^{p}=\left(\operatorname{det} R_{i}\right) R_{i}^{-\mathrm{T}}\left[\boldsymbol{x}^{\mathrm{G}}+R_{i}^{-1} \boldsymbol{t}_{i}\right] \delta \boldsymbol{x}^{p}
$$

by Lemma 4.1. Substituting this into (4.3) we obtain

$$
\begin{equation*}
\rho_{i}^{p}=f\left(A_{i}\left[x^{\mathrm{G}}\right]+B_{i}\right) \delta \boldsymbol{x}^{p} \tag{4.10}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{i} & :=\frac{\operatorname{det} R_{i}}{\left(z_{i}^{\mathrm{G}}\right)^{2}} Q R_{i}^{-\mathrm{T}}, \\
B_{i} & :=\frac{\operatorname{det} R_{i}}{\left(z_{i}^{\mathrm{G}}\right)^{2}} Q R_{i}^{-\mathrm{T}}\left[R_{i}^{-1} \boldsymbol{t}_{i}\right] .
\end{aligned}
$$

Here $A_{i}$ and $B_{i}$ are both $2 \times 3$ matrices. The stored images are expressed as (4.10).

Remark 4.1 In the case of $R_{i} \in \mathrm{GL}(3)$, both $A_{i}$ and $B_{i}$ can be any $2 \times 3$ matrix, whereas in the case of $R_{i} \in \mathrm{SO}(3)$, the conditions

$$
\operatorname{det} R_{i}=1, \quad R_{i}^{-\mathrm{T}}=R_{i}
$$

are satisfied. Hence the first-row vector of $A_{i}$ is equal to the second-row vector of $R_{i}$ multiplied by a constant $c$, and the second-row vector of $A_{i}$ is equal to the first-row vector of $R_{i}$ multiplied by $-c$. In other words, the two row vectors of $A_{i}$ are orthogonal and have the same norm. We call these orthogonality and norm equality.

As for a new image $\left\{\rho_{*}^{p}\right\}_{p=1}^{P}$, suppose similarly that

$$
x_{*}^{p}=R_{*} x^{p}+t_{*} \quad(p \in\{1,2, \ldots, P\})
$$

is satisfied. Then by putting

$$
\begin{aligned}
& A_{*}:=\frac{\operatorname{det} R_{*}}{\left(z_{*}^{\mathrm{G}}\right)^{2}} Q R_{*}^{-\mathrm{T}}, \\
& B_{*}:=\frac{\operatorname{det} R_{*}}{\left(z_{*}^{\mathrm{G}}\right)^{2}} Q R_{*}^{-\mathrm{T}}\left[R_{*}^{-1} \boldsymbol{t}_{*}\right],
\end{aligned}
$$

we obtain

$$
\begin{equation*}
\rho_{*}^{p}=f\left(A_{*}\left[\boldsymbol{x}^{\mathrm{G}}\right]+B_{*}\right) \delta \boldsymbol{x}^{p} . \tag{4.11}
\end{equation*}
$$

## 5 Representations of images

Here we consider three representations of admissible transformations and investigate how an image can be described by a combination of the stored images. We define the following $2 \times 6$ matrices:

$$
\begin{equation*}
C_{i}:=\left(A_{i} \mid B_{i}\right), \quad C_{*}:=\left(A_{*} \mid B_{*}\right) . \tag{5.1}
\end{equation*}
$$

### 5.1 Linear combination I

The matrix $C_{*}$ in (5.1), being a $2 \times 6$ matrix, can also be thought of as a vector in $\mathbf{R}^{12}$. Therefore, if $\left\{C_{i}\right\}_{i=1}^{I}$ spans $\mathrm{R}^{12}$, any $C_{*}$ can be expressed as

$$
C_{*}=\sum_{i=1}^{I} \lambda_{i} C_{i}
$$

in terms of the coefficient set $\left\{\lambda_{i}\right\}_{i=1}^{I}$. This is equivalent to

$$
\begin{equation*}
A_{*}=\sum_{i=1}^{I} \lambda_{i} A_{i}, \quad B_{*}=\sum_{i=1}^{I} \lambda_{i} B_{i} \tag{5.2}
\end{equation*}
$$

which yields a representation of $A_{*}$ and $B_{*}$. Substituting (5.2) into (4.11) we obtain

$$
\begin{align*}
\boldsymbol{\rho}_{*}^{p} & =f\left\{\sum_{i=1}^{I} \lambda_{i} A_{i}\left[\boldsymbol{x}^{\mathrm{G}}\right]+\sum_{i=1}^{I} \lambda_{i} B_{i}\right\} \delta \boldsymbol{x}^{p} \\
& =\sum_{i=1}^{I} \lambda_{i} f\left(A_{i}\left[\boldsymbol{x}^{\mathrm{G}}\right]+B_{i}\right) \delta \boldsymbol{x}^{p} \\
& =\sum_{i=1}^{I} \lambda_{i} \rho_{i}^{p} . \tag{5.3}
\end{align*}
$$

Theorem 5.1 Suppose $\mathcal{A}_{\mathrm{a}}$ (affine transformations) is the class of admissible transformations and that $\left\{C_{i}\right\}_{i=1}^{12}$ is linearly independent. Then for $\forall \rho_{*}^{p} \in P^{p}$, there exists $\left\{\lambda_{i}\right\}_{i=1}^{12}$, independent of $p$, such that

$$
\begin{equation*}
\rho_{*}^{p}=\sum_{i=1}^{12} \lambda_{i} \rho_{i}^{p} . \tag{5.4}
\end{equation*}
$$

When $\mathcal{A}_{\mathbf{r}}$ (rigid transformations) is the class of admissible transformations, the two row vectors of $A_{*}$ are orthogonal and have the same norm (see Remark 4.1). Putting

$$
\begin{equation*}
A_{i}^{\mathrm{T}}=\left(a_{1}^{i} \mid a_{2}^{i}\right) \tag{5.5}
\end{equation*}
$$

we see the conditions ${ }^{7}$

$$
\begin{gather*}
\left(\sum_{i=1}^{12} \lambda_{i} a_{1}^{i}\right) \cdot\left(\sum_{i=1}^{12} \lambda_{i} a_{2}^{i}\right)=0  \tag{5.6}\\
\left\|\sum_{i=1}^{12} \lambda_{i} a_{1}^{i}\right\|=\left\|\sum_{i=1}^{12} \lambda_{i} a_{2}^{i}\right\| \tag{5.7}
\end{gather*}
$$

on $\left\{\lambda_{i}\right\}_{i=1}^{12}$ in Theorem 5.1, which are orthogonality and norm equality.

Theorem 5.2 When $\mathcal{A}_{\mathrm{r}}$ is the class of admissible transformations, $\left\{\lambda_{i}\right\}_{i=1}^{12}$ in Theorem 5.1 is subject to (5.6) and (5.7).

[^4]Remark 5.1 Theorem 5.1 states that all the feature points in the images obtained from the same object should satisfy (5.4) with a common coefficient set $\left\{\lambda_{i}\right\}_{i=1}^{I}$. The converse is not true, namely, an image in which all the feature points satisfy (5.4) is not necessarily obtained from the same object. However, when the number of the feature points is sufficiently large, it will not be expected that all the feature points of an image of a different object happen to satisfy (5.4). This remark applies also to the theorems below.

### 5.2 Linear combination II

Put

$$
C_{i}^{\mathrm{T}}=\left(\begin{array}{l|l} 
& \\
c_{1}^{i} & c_{2}^{i} \\
&
\end{array}\right) .
$$

If both $\left\{c_{1}^{i}\right\}_{i=1}^{I}$ and $\left\{c_{2}^{i}\right\}_{i=1}^{I}$ span $\mathbf{R}^{6}$ respectively, there exists $D_{i}:=\left(\begin{array}{cc}\mu_{i} & 0 \\ 0 & \nu_{i}\end{array}\right)(i=1,2, \ldots, I)$ such that

$$
C_{*}=\sum_{i=1}^{I} D_{i} C_{i}
$$

which is equivalent to

$$
\begin{equation*}
A_{*}=\sum_{i=1}^{I} D_{i} A_{i}, \quad B_{*}=\sum_{i=1}^{I} D_{i} B_{i} . \tag{5.8}
\end{equation*}
$$

This gives another representation of $A_{*}$ and $B_{*}$. Then we obtain

$$
\begin{aligned}
\rho_{*}^{p} & =f\left\{\sum_{i=1}^{I} D_{i} A_{i}\left[\boldsymbol{x}^{\mathrm{G}}\right]+\sum_{i=1}^{I} D_{i} B_{i}\right\} \delta \boldsymbol{x}^{p} \\
& =\sum_{i=1}^{I} D_{i} \rho_{i}^{p} .
\end{aligned}
$$

Theorem 5.3 Suppose that $\mathcal{A}_{\mathrm{a}}$ is the class of admissible transformations and that $\left\{c_{1}^{i}\right\}_{i=1}^{6}$ and $\left\{c_{2}^{i}\right\}_{i=1}^{6}$ are linearly independent, respectively. Then for $\forall \rho_{*}^{p} \in P^{p}$, there exists $\left\{\mu_{i}, \nu_{i}\right\}_{i=1}^{6}$, independent of $p$, such that

$$
\rho_{*}^{p}=\sum_{i=1}^{6}\left(\begin{array}{cc}
\mu_{i} & 0 \\
0 & \nu_{i}
\end{array}\right) \rho_{i}^{p}
$$

Theorem 5.4 When $\mathcal{A}_{\mathrm{r}}$ is the class of admissible transformations, $\left\{\mu_{i}, \nu_{i}\right\}_{i=1}^{6}$ in Theorem 5.3 is subject to the following two conditions:

$$
\begin{aligned}
& \left(\sum_{i=1}^{6} \mu_{i} a_{1}^{i}\right) \cdot\left(\sum_{i=1}^{6} \nu_{i} a_{2}^{i}\right)=0 \\
& \left\|\sum_{i=1}^{6} \mu_{i} a_{1}^{i}\right\|=\left\|\sum_{i=1}^{6} \nu_{i} a_{2}^{i}\right\| .
\end{aligned}
$$

We have shown that any image can be described as a combination of six appropriate images under the representation (5.8).

Remark 5.2 The representation (5.8) is similar to that of Ullman-Basri [16].

### 5.3 Linear combination III

If $\left\{c_{1}^{i}, c_{2}^{i}\right\}_{i=1}^{3}$ spans $\mathbf{R}^{6}$, there exists $\left\{\alpha_{i}, \beta_{i}, \gamma_{i}, \delta_{i}\right\}_{i=1}^{3}$ which satisfies

$$
C_{*}=\sum_{i=1}^{3}\left(\begin{array}{cc}
\alpha_{i} & \beta_{i}  \tag{5.9}\\
\gamma_{i} & \delta_{i}
\end{array}\right) C_{i}
$$

Putting

$$
M_{i}:=\left(\begin{array}{cc}
\alpha_{i} & \beta_{i} \\
\gamma_{i} & \delta_{i}
\end{array}\right)
$$

we rewrite (5.9) as

$$
\begin{equation*}
A_{*}=\sum_{i=1}^{3} M_{i} A_{i}, \quad B_{*}=\sum_{i=1}^{3} M_{i} B_{i} \tag{5.10}
\end{equation*}
$$

which gives a third representation of $A_{*}$ and $B_{*}$. Then,

$$
\begin{aligned}
\rho_{*}^{p} & =f\left\{\sum_{i=1}^{3}\left(M_{i} A_{i}\right)\left[x^{\mathrm{G}}\right]+\sum_{i=1}^{3}\left(M_{i} B_{i}\right)\right\} \delta \boldsymbol{x}^{p} \\
& =\sum_{i=1}^{3} M_{i} \rho_{i}^{p}
\end{aligned}
$$

Theorem 5.5 Suppose that $\mathcal{A}_{\mathrm{a}}$ is the class of admissible transformations and that $\left\{c_{1}^{i}, c_{2}^{i}\right\}_{i=1}^{3}$ is linearly independent. Then for $\forall \rho_{*}^{p} \in P^{p}$, there exists $\left\{\alpha_{i}, \beta_{i}, \gamma_{i}, \delta_{i}\right\}_{i=1}^{3}$, independent of $p$, such that

$$
\rho_{*}^{p}=\sum_{i=1}^{3}\left(\begin{array}{cc}
\alpha_{i} & \beta_{i}  \tag{5.11}\\
\gamma_{i} & \delta_{i}
\end{array}\right) \rho_{\mathrm{i}}^{p}
$$

Theorem 5.6 When $\mathcal{A}_{\mathrm{r}}$ is the class of admissible transformations, $\left\{\alpha_{i}, \beta_{i}, \gamma_{i}, \delta_{i}\right\}_{i=1}^{3}$ in Theorem 5.5 is subject to the following two conditions:

$$
\begin{array}{r}
\sum_{i=1}^{3}\left(\alpha_{i} a_{1}^{i}+\beta_{i} a_{2}^{i}\right) \cdot \sum_{i=1}^{3}\left(\gamma_{i} a_{1}^{i}+\delta_{i} a_{2}^{i}\right)=0 \\
\left\|\sum_{i=1}^{3}\left(\alpha_{i} a_{1}^{i}+\beta_{i} a_{2}^{i}\right)\right\|=\left\|\sum_{i=1}^{3}\left(\gamma_{i} a_{1}^{i}+\delta_{i} a_{2}^{i}\right)\right\| \tag{5.13}
\end{array}
$$

We have demonstrated that for the two classes of admissible transformations (affine and rigid), any image can be expressed as a linear combination of three appropriate images under the representation (5.10). Furthermore, we need at least six points to determine $\left\{\alpha_{i}, \beta_{i}, \gamma_{i}, \delta_{i}\right\}_{i=1}^{3}$ since we have two independent equations for each point (see (5.11)).

## 6 Algorithm

In this section we describe an algorithm for object recognition, i.e., a single-shot algorithm of linear least-squares type, which is based on the third representation considered in Section 5. This is because the representation has the advantage of requiring the smallest number of images. Similar algorithms could be made for the other representations.

### 6.1 Degeneracy of the coefficient matrix

In Subsection 5.3 we proved that $\rho_{*}^{p}$ can be expressed as a combination of $\left\{\rho_{i}^{p}\right\}_{i=1}^{3}$ for all $p(p=1,2, \ldots, P)$ (see (5.11)). When a new image $\left\{\tilde{\pi}_{*}^{p}\right\}_{p=1}^{P}$ is given, we first calculate $\left\{\rho_{*}^{p}\right\}_{p=1}^{P}$ and then regard (5.11) as an overdetermined system of linear equations in $\left\{\alpha_{i}, \beta_{i}, \gamma_{i}, \delta_{i}\right\}_{i=1}^{3}$. (5.11) shows independency of $\left\{\alpha_{i}, \beta_{i}\right\}_{i=1}^{3}$ and $\left\{\gamma_{i}, \delta_{i}\right\}_{i=1}^{3}$ : the 1st component of $\rho_{*}^{p}$ is expressed as the linear equation in only $\alpha_{i}$ and $\beta_{i}$; whereas the 2 nd one is expressed as the linear equation in only $\gamma_{i}$ and $\delta_{i}$. Hence, we can recover $\left\{\alpha_{i}, \beta_{i}\right\}_{i=1}^{3}$ and $\left\{\gamma_{i}, \delta_{i}\right\}_{i=1}^{3}$, separately.

Let $\rho_{i}^{p}=\left(\rho_{i 1}^{p}, \rho_{i 2}^{p}\right)^{\mathrm{T}}, \rho_{*}^{p}=\left(\rho_{* 1}^{p}, \rho_{* 2}^{p}\right)^{\mathrm{T}}$ and also define

$$
\begin{align*}
\rho_{k} & :=\left(\rho_{* k}^{1}, \rho_{* k}^{2}, \ldots, \rho_{* k}^{P}\right)^{\mathrm{T}} \quad(k=1,2)  \tag{6.1}\\
\tau_{1} & :=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \beta_{1}, \beta_{2}, \beta_{3}\right)^{\mathrm{T}} \\
\tau_{2} & :=\left(\gamma_{1}, \gamma_{2}, \gamma_{3}, \delta_{1}, \delta_{2}, \delta_{3}\right)^{\mathrm{T}}
\end{align*}
$$

$$
H:=\left(\begin{array}{cccccc}
\rho_{11}^{1} & \rho_{21}^{1} & \rho_{31}^{1} & \rho_{12}^{1} & \rho_{22}^{1} & \rho_{32}^{1} \\
\rho_{11}^{2} & \rho_{21}^{2} & \rho_{31}^{2} & \rho_{12}^{2} & \rho_{22}^{2} & \rho_{32}^{2} \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\rho_{11}^{P} & \rho_{21}^{P} & \rho_{31}^{P} & \rho_{12}^{P} & \rho_{22}^{P} & \rho_{32}^{P}
\end{array}\right) .
$$

Then (5.11) is rewritten as

$$
\begin{equation*}
\rho_{k}=H \boldsymbol{\tau}_{k} \quad(k=1,2) \tag{6.2}
\end{equation*}
$$

Therefore, we first store $H$ in advance for an object to be recognized. Then when a new image ( $\rho_{k}(k=1,2)$ ) is given, if affine transformations are concerned, the problem of determining whether or not it was obtained from the same object is equivalent to determining whether or not there exists $\boldsymbol{\tau}_{k}$ that satisfies (6.2); for the case of rigid transformations, the problem is equivalent to determining whether or not there exists $\boldsymbol{\tau}_{k}$ that satisfies all of (6.2), (5.12) and (5.13). We should remark again that $P \geq 6$ must be satisfied to recover $\boldsymbol{\tau}_{k} . P \geq 6$ is assumed in the following argument. The coefficient matrix $H$ of linear equation (6.2) in $\boldsymbol{\tau}_{k}$ has the following property.

Theorem 6.1 For the coefficient matrix $H$ in (6.2), we have

$$
\begin{equation*}
\operatorname{rank} H \leq 3 \tag{6.3}
\end{equation*}
$$

which is generally satisfied with equality.

Proof: For $i=1,2,3$, we denote by $\omega_{1}^{i}$ and $\omega_{2}^{i}$ the first-row vector and the second-row vector of the $2 \times 3$ matrix $f A_{i}\left[x^{\mathrm{G}}+R_{i}^{-1} \boldsymbol{t}_{i}\right]$, respectively (see (4.10)). We also define a $3 \times P$ matrix $S$ and a $6 \times 3$ matrix $T$ as follows:

$$
S:=\left(\delta x^{1}\left|\delta x^{2}\right| \cdot . \mid \delta x^{P}\right), \quad T:=\left(\omega_{1}^{1}\left|\omega_{1}^{2}\right| \omega_{1}^{3}\left|\omega_{2}^{1}\right| \omega_{2}^{2} \mid \omega_{2}^{3}\right)^{\mathrm{T}} .
$$

Then we have

$$
H=(T S)^{\mathrm{T}}
$$

Hence

$$
\operatorname{rank} H \leq \min (\operatorname{rank} S, \operatorname{rank} T) \leq 3 .
$$

Furthermore, in general, point $p(p=1,2, \ldots, P)$ is randomly chosen in three dimensions and the three transformations for the stored images are also independent of one another. This indicates that $\left\{\delta \boldsymbol{x}^{p}\right\}_{p=1}^{P}$ and $\left\{\boldsymbol{\omega}_{1}^{i}, \boldsymbol{\omega}_{2}^{i}\right\}_{i=1}^{3}$ span $\mathrm{R}^{3}$, respectively. Thus, in general, (6.3) is satisfied with equality.

From here on, we assume (6.3) is satisfied with equality. Theorem 6.1 shows that a $P \times 6$ matrix $H$ always degenerates. In other words, $\boldsymbol{\tau}_{k}(k=1,2)$ that satisfies (6.2) has three degrees of freedom; we can not uniquely recover $\tau_{k}$. Accordingly, when $\mathcal{A}_{\mathbf{r}}$ (rigid transformations) is the class of admissible transformations, we should make use of this freedom so that $\tau_{1}$ and $\tau_{2}$ satisfy the conditions (5.12) and (5.13). We apply the method of singular value decomposition to $H$ to recover $\boldsymbol{\tau}_{1}$ and $\boldsymbol{\tau}_{2}$. We can decompose $H$ into

$$
\begin{equation*}
H=U \Sigma V^{\mathrm{T}}, \tag{6.4}
\end{equation*}
$$

where $U$ and $V$ are respectively a $P \times P$ orthogonal matrix and a $6 \times 6$ orthogonal matrix; and $\Sigma$ is a $P \times 6$ matrix such that

$$
\begin{aligned}
\Sigma & =\left(\begin{array}{ll}
D & O_{3,3} \\
O_{P-3,3} & O_{P-3,3}
\end{array}\right) \\
D & =\operatorname{diag}\left(\sigma_{1}, \sigma_{2}, \sigma_{3}\right), \quad \sigma_{1} \geq \sigma_{2} \geq \sigma_{3}>0 .
\end{aligned}
$$

Let $\boldsymbol{d}_{k}=U^{\mathrm{T}} \boldsymbol{\rho}_{k}(k=1,2)$, then the solutions of (6.2) are given by ${ }^{8}$

$$
\begin{equation*}
\left\{\tau_{k}=V \boldsymbol{y}_{k} \mid y_{k j}=d_{k j} / \sigma_{j}(1 \leq j \leq 3), \quad y_{k j}(4 \leq j \leq 6) \text { is arbitrary }\right\} . \tag{6.5}
\end{equation*}
$$

Especially

$$
\begin{equation*}
\tau_{k}=V \Sigma^{+} U^{\mathrm{T}} \rho_{k}, \tag{6.6}
\end{equation*}
$$

where

$$
\Sigma^{+}=\left(\begin{array}{cc}
D^{-1} & O_{3, P-3} \\
O_{3,3} & O_{3, P-3}
\end{array}\right)
$$

[^5]which is obtained by setting $y_{k j}=0(4 \leq j \leq 6)$ in (6.5), is the least-norm solution, i.e., the solution that has the minimum norm among the solutions of (6.2). Note that we need not know the transformations for the stored images to calculate singular values $\sigma_{j}$ from $H$.

### 6.2 Simplification of orthogonality and norm equality

When rigid transformations are admissible, we have two conditions: orthogonality and norm equality. Here we show that two conditions (5.12) and (5.13) in Theorem 5.6 can be rewritten in a simpler fashion where singular value decomposition again plays an important role. And we give the least-norm solution of (6.2) that satisfies both orthogonality and norm equality.

We define a $3 \times 6$ matrix $W$ as follows:

$$
W:=\left(a_{1}^{1}\left|a_{1}^{2}\right| a_{1}^{3}\left|a_{2}^{1}\right| a_{2}^{2} \mid a_{2}^{3}\right),
$$

which is derived from the three transformations of an object for the stored images (see (5.5)). By using $W$, we can rewrite (5.12) and (5.13) as

$$
\begin{align*}
\tau_{1}^{\mathrm{T}} W^{\mathrm{T}} W \tau_{2} & =0  \tag{6.7}\\
\tau_{1}^{\mathrm{T}} W^{\mathrm{T}} W \tau_{1} & =\tau_{2}^{\mathrm{T}} W^{\mathrm{T}} W \tau_{2} \tag{6.8}
\end{align*}
$$

The number of singular values of $W$ is three since the three transformations that are related to the stored images are generally independent: $\operatorname{rank} W=3$. Hence, we apply the method of singular value decomposition to $W$ to obtain

$$
\begin{equation*}
W=F \Psi G^{\mathrm{T}} \tag{6.9}
\end{equation*}
$$

Here $F$ and $G$ are, respectively, a $3 \times 3$ orthogonal matrix and a $6 \times 6$ orthogonal matrix; and $\Psi$ is given by

$$
\Psi=\left(\begin{array}{cccccc}
\psi_{1} & 0 & 0 & 0 & 0 & 0 \\
0 & \psi_{2} & 0 & 0 & 0 & 0 \\
0 & 0 & \psi_{3} & 0 & 0 & 0
\end{array}\right) \quad\left(\psi_{1} \geq \psi_{2} \geq \psi_{3}>0\right)
$$

We define

$$
\begin{equation*}
\tilde{\tau}_{k}:=G^{\mathrm{T}} \tau_{k} \quad(k=1,2) \tag{6.10}
\end{equation*}
$$

and denote by $\tilde{\tau}_{k j}$ the $j$-th component of vector $\tilde{\tau}_{k}$. Then (6.7) and (6.8), namely, the conditions on $\left\{\alpha_{i}, \beta_{i}, \gamma_{i}, \delta_{i}\right\}_{i=1}^{3}$ (or equivalently on $\tau_{1}$ and $\tau_{2}$ ) that are incurred for the case where rigid transformations are admissible, are rewritten as

$$
\begin{align*}
\sum_{j=1}^{3} \psi_{j}^{2} \tilde{\tau}_{1 j} \tilde{\tau}_{2 j} & =0  \tag{6.11}\\
\sum_{j=1}^{3} \psi_{j}^{2}\left(\tilde{\tau}_{1 j}^{2}-\tilde{\tau}_{2 j}^{2}\right) & =0 \tag{6.12}
\end{align*}
$$

We should remark that $\psi_{j}(j=1,2,3)$ can be calculated in advance if we know the transformations for the stored images. In other words, whereas we need not know the transformations to calculate $\sigma_{j}$, we must know them to calculate $\psi_{j}$. From (6.10) and (6.5), the solutions of (6.2) are given in terms of $\tilde{\tau}_{k}$ :

$$
\begin{equation*}
\left\{\tilde{\tau}_{k}=G^{\mathrm{T}} V \boldsymbol{y}_{k} \mid y_{k j}=d_{k j} / \sigma_{j}(1 \leq j \leq 3), \quad y_{k j}(4 \leq j \leq 6) \text { is arbitrary }\right\} . \tag{6.13}
\end{equation*}
$$

Though $y_{k j}(j=1,2,3)$ is already determined, $y_{k j}(j=4,5,6)$ is arbitrary, which shows that $\tilde{\boldsymbol{\tau}}_{k}$ is expressed as the linear combination in $y_{k j}(j=4,5,6)$. Therefore, (6.11) and (6.12) are quadratic equations in $y_{k j}(j=4,5,6 ; k=1,2)$. The fact that the number of the constraint conditions is two indicates that we still have freedom in determining $y_{k j}(j=4,5,6 ; k=1,2)$. Hence, we set $y_{k j}=0(j=5,6 ; k=1,2)$. Then when we solve (6.11) and (6.12), $\boldsymbol{y}_{k}$ gives us the least-norm solution of (6.2) that satisfies both (6.11) and (6.12) since $\left\|\boldsymbol{y}_{k}\right\|=\left\|\tilde{\tau}_{k}\right\|=\left\|\tau_{k}\right\|$ (see (6.5)).

### 6.3 Algorithm

In Subsection 6.1 we showed that the problem of determining whether a given new image was obtained from the same object is equivalent to determining whether there exists $\boldsymbol{\tau}_{k}(k=1,2)$ that satisfies (6.2). And we proved that if the image was obtained from the same object, $\boldsymbol{\tau}_{k}$ is given by (6.5), where singular value decomposition to $H$ plays an important role since $H$ is of (at most) rank 3. Furthermore, when affine transformations are concerned, the leastnorm solution is given by (6.6), which should be recovered. In Subsection 6.2, we proved that the conditions that are incurred for the case of rigid transformations are rewritten as (6.11) and (6.12). We also showed that the least-norm solution of (6.2) that satisfies the conditions, the solution for the rigid transformation case, is given by $\boldsymbol{\tau}_{k}=V \boldsymbol{y}_{k}$ where $\boldsymbol{y}_{k}$
satisfies $y_{k j}=0(j=5,6 ; k=1,2)$ and is determined by solving (6.11) and (6.12) (cf. (6.13)). Therefore, when a new image is given, we regard (6.2) as an overdetermined system of linear equations in $\boldsymbol{\tau}_{k}$; and then we apply the method of least squares to see whether the residual is (almost) equal to zero.

To be more specific, we first assume that the given image satisfies (6.2) and then recover $\boldsymbol{\tau}_{k}$. Next we determine whether the sum of the distance between two vectors, $H \boldsymbol{\tau}_{k}$ and $\boldsymbol{\rho}_{k}$, for $k=1$ and 2 is (almost) equal to zero. Here we define a function dis that calculates the distance between two vectors: for two vectors $\boldsymbol{x}$ and $\boldsymbol{y}$,

$$
\operatorname{dis}(\boldsymbol{x}, \boldsymbol{y}):=\|\boldsymbol{x}-\boldsymbol{y}\|
$$

We should note that we can calculate the two orthogonal matrices $U$ and $V$ as well as singular values $\sigma_{j}$ from the three stored images in advance; and also note that we can calculate the orthogonal matrix $G$ and $\psi_{j}$ from the three transformations for the stored images beforehand (see (6.4) and (6.9)). We should again remark that in order to calculate them we need not know the three transformations for the stored images when affine transformations are admissible; whereas we must know them in the case of rigid transformations.

The following procedure determines, for a given paraperspective image, whether or not it was obtained from an object to be recognized.

## Algorithm

1. Calculate $\tilde{\boldsymbol{\pi}}_{*}^{G}($ see (4.1)).
2. Calculate $\boldsymbol{\rho}_{*}^{p}$ for all $p(p \in\{1,2, \ldots, P\})$ (see (4.2)).
3. $\boldsymbol{d}_{k}:=U^{\mathrm{T}} \boldsymbol{\rho}_{k} \quad(k=1,2)(\operatorname{see}(6.1))$.
4. (a) If affine transformations are considered admissible, then

$$
\tau_{k}:=V \Sigma^{+} d_{k} \quad(k=1,2)(\operatorname{see}(6.6))
$$

(b) if rigid transformations are considered admissible, then
i. $\boldsymbol{y}_{k}:=\left(d_{k 1} / \sigma_{1}, d_{k 2} / \sigma_{2}, d_{k 3} / \sigma_{3}, y_{k 4}, 0,0\right)^{\mathrm{T}} \quad(k=1,2)$.
ii. $\tilde{\tau}_{k}:=G^{\mathrm{T}} V \boldsymbol{y}_{k} \quad(k=1,2)$.
iii. For $k=1$ and 2, find $y_{k 4}$ that satisfies (6.11) and (6.12); let $y_{k}^{*}$ be the solution.

$$
\begin{aligned}
& \text { iv. } \boldsymbol{y}_{k}^{*}:=\left(d_{k 1} / \sigma_{1}, d_{k 2} / \sigma_{2}, d_{k 3} / \sigma_{3}, y_{k}^{*}, 0,0\right)^{\mathrm{T}} \quad(k=1,2) . \\
& \text { v. } \boldsymbol{\tau}_{k}:=V \boldsymbol{y}_{k}^{*} \quad(k=1,2) .
\end{aligned}
$$

5. Let cost function $h$ be $h:=\sum_{k=1}^{2} \operatorname{dis}\left(\rho_{k}, H \tau_{k}\right)$.
6. If $h$ is (almost) equal to zero, then the same object; otherwise, a different object.

The algorithm is very simple as well as single-shot: just linear operations with no iteration.

Remark 6.1 From a theoretical point of view, the decision to be made in Step 6 should be " $h=0$ " whereas from a practical point of view, it should be " $h \approx 0$ ". This is due to the rounding errors in the numerical computation.

## 7 Experimental results

On the basis of the algorithm above, our experimental results with artificial images are shown. And it is found that the algorithm correctly determines whether or not a given image was obtained from the same object. Note that we fixed the focal length at $f=1.0$, and that the class of admissible transformations was set rigid.

First, paraperspective images were artificially generated from an object to be recognized. The object is a parallelepiped (see Fig. 3) with eight vertices: (5.00, 6.50, 10.00), (5.80, 5.96, 9.73), $(6.16,7.04,9.37),(5.36,7.58,9.64),(5.45,6.05,11.35),(6.25,5.51,11.08),(6.61,6.59,10.72)$, $(5.81,7.13,10.99)$. Then we regarded the seven visible vertices as the feature points. Hence an image of the parallelepiped is represented as the set of the paraperspective images of the seven feature points. Three stored images for the object are shown in Fig.4. Each image was obtained with a transformation ${ }^{9}$ in Table 1. Fig. 5 shows three new images, each of which should be determined whether or not it was obtained from the parallelepiped. The algorithm was applied to the three images. The results are shown in Table 2 (first column). Since the values of $\rho_{i}^{p}$ are $\mathrm{O}\left(10^{-2}\right)$, we set the threshold for the decision " $h \approx 0$ " to $1.0 \times 10^{-5}$ (rather arbitrarily). Then, Table 2 shows the algorithm determines that both (d) and (e) were obtained from the same object, and that (f) was obtained from a different object. Actually in Fig. 5,

[^6](d) was obtained by rotating the parallelepiped by $30^{\circ}$ around the $x$ axis and then by $-30^{\circ}$ around the $y$ axis and then translating it by ( $1.00,4.50,-0.50$ ); (e) was obtained by rotating the parallelepiped by $5^{\circ}, 20^{\circ}$, and $30^{\circ}$ around the $x$, the $y$ and the $z$ axes, respectively, and then translating it by $(-3.00,-5.00,0.00)$; whereas (f) was obtained from a different object, i.e., a frustum of the pyramid.

On the other hand, in order to find our algorithm could be applied to perspective images, we experimented the case where images were perspectively obtained. Table 2 (second column) also gives the results of the algorithm applied to the perspective images under the same conditions. Note that the stored images and the new images are shown in Fig. 6 and in Fig. 7, respectively. Table 2 also shows our algorithm determines that both (d) and (e) were obtained from the same object, and that (f) was obtained from a different object under the threshold $1.0 \times 10^{-5}$. These decisions are again correct even though there are approximation errors in this case. This shows that the algorithm can be applied even to perspective images.

Our experimental results indicate that our algorithm correctly determines whether or not a given image was obtained from the same object under not only paraperspective projection but also perspective projection.

## 8 Conclusion

It was clarified that paraperspective projection is the first-order approximation of perspective projection. And it was shown that under paraperspective projection, when we represent an object as a set of its feature points, several images are sufficient to express any other image of the same object that has at least six feature points. Particularly when the class of admissible transformations for an object is affine or rigid, the coordinates of the feature points of any image can be described as the linear combination of the coordinates of the feature points of three appropriate images where the coefficients of the combination are parametrized and their number is independent of the number of the feature points (and accordingly, independent of an object to be recognized). In addition, when rigid transformations are considered admissible, the coefficients of the linear combination have to satisfy two conditions: orthogonality and norm equality.

Based on these properties, we proposed a single-shot algorithm for object recognition under
paraperspective projection; it is an algorithm of linear least-squares type and makes use of singular value decomposition to recover the values of the coefficients. This indicates that, when a new image is given, we have only to determine whether or not the cost function can be almost nullified by a suitable set of parameter values. As pointed out, we have indeterminacy in recovering the values of the coefficients; hence we introduced a coefficient vector $\tau_{k}$ by aligning the coefficients and set a criteria of least norm in order to eliminate the indeterminacy. We should note that this indeterminacy could cause an image obtained from a different object to happen to be determined as an image obtained from the same object. Theoretical considerations on such a case are left open in this paper.

We presented some experimental results with artificial paraperspective images and found that the algorithm correctly determines whether or not a given image was obtained from the same object. We also applied our algorithm to perspective images and found that it still works well for recognizing an object though there are approximation errors in addition to the rounding errors in the numerical computation.

Future investigations should include (1) the analysis of the errors incurred by the approximation of perspective projection by paraperspective projection, and (2) the analysis of the rounding errors in the actual implementation of the proposed algorithm.
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Fig. 1: Principle of paraperspective projection


Fig. 2: A transformation $i$ of a point $p$


Fig. 3: The parallelepiped to be recognized


Fig. 4: The stored images of the object in Fig. 3


Fig. 5: New images

(a)

(b)

(c)

Fig. 6: The stored images of the object in Fig. 3 (perspective)

(d)

(e)

(f)

Fig. 7: New images (perspective)

Table 1: Transformations for the stored images

|  | rotation |  | translation |
| :---: | :---: | :---: | :---: |
|  | axis | degree | $(x, y, z)$ |
| $(\mathrm{a})$ | $x$ | $10^{\circ}$ | $(-0.50,2.00$, |
| (b) | $x$ | $15^{\circ}$ | $(2.00)$ |
| (c) | $y$ | $-10^{\circ}$ | $(-4.50,2.50$, |

Table 2: Minimum values of the cost function $h$

|  | $h$ (paraperspective) | $h$ (perspective) |
| :---: | :---: | :---: |
| $(\mathrm{d})$ | $5.63 \times 10^{-14}$ | $2.86 \times 10^{-7}$ |
| $(\mathrm{e})$ | $5.99 \times 10^{-13}$ | $4.75 \times 10^{-6}$ |
| $(\mathrm{f})$ | $1.14 \times 10^{-2}$ | $2.32 \times 10^{-3}$ |


[^0]:    *This work was done while the author was with ATR Auditory and Visual Perception Research Laboratories.

[^1]:    ${ }^{1}$ We use a column vector and denote by $\boldsymbol{x}^{\mathrm{T}}$ the transposition of a vector $\boldsymbol{x}$.
    ${ }^{2} \mathrm{We}$ take it that the centroid of the feature points is a reference point (see (2.2)).
    ${ }^{3} \mathrm{R}$ represents the set of real numbers.

[^2]:    ${ }^{4} \mathrm{GL}(3)$ denotes the general linear group of degree 3 over $R$, and $S O(3)$ denotes the special orthogonal group of degree 3 over $\mathbf{R}$.

[^3]:    ${ }^{5} \operatorname{det} R$ is the determinant of a square matrix $R$.
    ${ }^{6} R^{-\mathrm{T}}$ stands for $\left(R^{\mathrm{T}}\right)^{-1}$ or equivalently $\left(R^{-1}\right)^{\mathrm{T}} . M_{i j}$ is the $(i, j)$ component of a matrix $M$.

[^4]:    ${ }^{7}\|x\|$ is the Euclidean norm of a vector $x$.

[^5]:    ${ }^{8} d_{k j}$ is the $j$-th component of vector $d_{k}$.

[^6]:    ${ }^{9}$ All the transformations consist of a rotation around the viewpoint followed by a translation.

