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Abstract 

Analyzing projected images is important for interpreting 3D objects. In 

particular, it is necessary to analyze such junctions as the Y-and arrow-

junctions which are composed of multiple edges. This paper proposes a 

one-shot algorithm for detecting the Y-and arrow-junctions of projected 

images. This algorithm includes a stage to detect orientations of triple edges 

and another stage to classify junctions by using information on local image 

derivatives. Experimental results obtained by using our algorithm show that 

Y-and arrow-junctions can now be detected easily. 



1 INTRODUCTION 

It is important to detect specified objects from among several objects for pat-

tern recognition and image understanding[l]. To do this, it is necessary to 

analyze the shapes of junctions generated by overlapping objects and to know 

the relative positions of these objects. detection of multiple orientations at 

junctions has required the use of many filters tuned to different orientations, 

and the selection of appropriate orientations has been done by searching 

for significant energy responses[2]. Freeman and Adelson detected multiple 

orientations by using steerable filters which can be tuned to arbitrary ori-

entations by continuously varying the weights of the linearly-combined basis 

filters[3]. This method, however, requires that the energy extrema be found 

in _the energy distribution of the filter responses. Furthermore, fourth-order 

Gaussian differentiation filters are required to detect two orientations at junc-

tions like a corner. Perona proposed steerable-scalable kernels for junction 

analysis[4], but these kernels have complicated shapes. On the contrary, we 

proposed a one-shot algorithm that can obtain double orientations without 

finding the energy extrema and without using complicated filters. The algo-

rithm uses a parametrized filter based on the principle of superposition[lO]. 

To detect the contours of objects, however, it is necessary not only to get 

the multiple orientations of junctions, but also to classify the junctions. This 

is because the junction types provide important clues as to the arrangement of 

objects. Freeman and Adelson detected junctions by using energy responses 
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obtained from filtering with a quadrature pair filter, but their method did not 

include clear criteria for the classification of the junction shapes[5]. Perona 

also did not provide clear criteria for classifying junctions[4]. Harris pro-

posed a corner detector by using first-order image derivatives, but it could 

only detect the L-junctions, and its performance was inadequate for higher-

order structures[6]. Noble's method of considering the geometric properties 

of the image surface did not produce good results for real images[7]. Rosen-

thaler, Heitger et al. proposed a detection scheme for keypoints, based on 

an analysis of oriented energy channels using differential geometry, but their 

method could only localize keypoints (junction points); it could not classify 

junctions[S]. Matas and Kittler proposed an algorithm to obtain globally con-

sistent junctions with probabilistic relaxation from lines detected by Hough 

transform[9]; the algorithm was complex. A final disadvantage: The above 

methods were not effective for detecting junctions like Y-or arrow-junctions. 

With the above background in mind, we proposed a one-shot algorithm 

that requires only low-order image derivatives in local neighborhoods to de-

tect double orientations and to classify L-,T-, and X-junctions[l2]. More-

over, we showed the results for artificial images and real images. In this 

paper, we describe an extended version of that algorithm; the new algorithm 

enables us to detect Y-and arrow-junctions. The algorithm has two stages: 

the first stage detects triple orientations by using local image derivatives[lO]. 

The other classifies Y-and arrow-junctions by using two criteria that can be 
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checked with first-order image derivatives in local neighborhoods. Finally, 

we show the results of experiments obtained by using this algorithm. 

2
 
THEORY OF DETECTING TRIPLE ORI-

ENTATIONS 

In our method, first, it is necessary to detect triple orientations of edges that 

compose Y-or arrow-junctions. In this chapter, we explain the theory of 

detecting triple orientations[l0],[12]. Any point (x,y) on the edge along p~ 

in the image f1(x, y) must satisfy the constraint: 

{ (p""i . ▽) g(x,y)} * f1(x,y) = 0 (1) 

嘉名 (e→: and e-; (P1・ ▽) is the inner product of p1 and▽．▽ ＝羞心＋

are the unit vectors of x and y) . g(x, y) is a window function, and {(p1• 

▽) g(x, y)} * j1(x, y) is the convolution of (p1・ ▽) g(x,y) and J1(x,y). Next, 

we assume that the image J(x, y) containing orientations of the edge along 

p1, p2 and p3 can be equal to the image generated by additive superposition 

of image j1 (x, y) with the edge along p了， imageJ2 (x, y) with the edge along 

p2 ,and image h(x, y) with the edge along p3 (see Fig. 1) [11], 

J(: ℃, y) =八(x,y)+ h(x,y) + h(x,y) (2) 

Then, the constraint of triple orientations can be written as follows: 

{ (p'"i . ▽) (1分• ▽)（元• ▽) g(x,y)} * J(x,y) = 0 
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This constraint can be proved as follows; 

(p1. ▽) (p2. ▽） (p3. ▽) g(x, y) * J(x, y) 

- (p""i. ▽) (P2・ ▽） (p-;. ▽) g(x, y) * (J1(x, y) + f2(x, y) + fs(x, y)) 

- (p2. ▽） (p3. ▽） [(p1. ▽) g(x,y) * fi(x,y)] 

+(p3. ▽） (p1. ▽) [(p2 . ▽) g(x,y)*f2(x,y)] 

+(P1・ ▽) (p2 . ▽） [(p3 . ▽) g(x,y) * fs(x, y)] 

- 0 (4) 

To obtain p1, p2 and p3 so as to satisfy the constraint, the squared residual 

on the left hand side of equation (3) is optimized by using Lagrange's method 

of undetermined multi pliers with the condition IP-; I 2 IP2 I 2 IP3ド=1. (IP""il = 

~,I元I= 贔二瓦， 1向=~)
We define 

E(p1, P2, p--;, 入)= I: l{(p""i・ ▽)（元・▽) (p-; . ▽) g(x泣）}*f(x,y)l2 
(x,y)E,; 

砂 (1-I元l2I元l2IP-; 内 (5) 

where c is the area of energy integration. Then, the conditions for the optimal 

estimates of p"°i, p2 and p3 are 

[)E oE oE oE [)E 
訊=0, 瓦=0, 瓦=0, 訊=0, 菰=0 (6) 

where 

P1 = P1xP2xP3x (7) 
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This yields an eigenvalue problem: 

AX=入BX (11) 
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Wij is a conjugate complex of function 1,Vij• 

Therefore, by solving the eigenvalue problem (11) , we can obtain Pi, Pぁ

P3, P4. 

Next, we will try to compute triple orientations from Pi, A, 1も， P4.To 

do this, we solve simultaneous equations (7) ~ (10) under the conditions 

IP1!2 = 1, IP記=1 and jp姐=1. If the solutions are identical to each other 

in. the following cases, we define them as independent solutions. 
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Case (I): A = P1_xP2xP3x =/ 0 

When both sides of equations (7) ~ (10) are divided by A, we can obtain 

PZ
―
尺
凡
一
片
凡
＿

Pl

k1k2k3 

k1 + k2 + k3 

k1朽十 k2島十 k3柘

(13) 

(14) 

(15) 

where 

Ply 
柘＝一
Pix' 
k2 = P2y 
P2工，
怜＝
P3y 

P3x 
(16) 

By using the relations between solutions and coefficients of algebraic equa-

tions, we can get the following third-degree algebraic equation with respect 

tot. 

t3 -(覧）t2+(貸） t -(脅） =0 (17) 

Now, k1, k2, and島 aresolutions of this equation. Therefore, by solving the 

equation, we can obtain the following orientations of triple edges. 

01 = tan―1(柘）， 島=ta戸（朽）， 03 = tan―1(柘） (18) 

Case (II): A = O, P3ヂ0

Our problem is symmetrical with respect to kぃんc2,and k3. Therefore, without 

loss of generality, we can assume 

Pix= 0. (19) 
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Then, by using IP1ド=1, we can assume 

Ply = 1. (20) 

By using the conditions in equations (19) and (20), 
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(21) 

Then, by dividing both sides of equations (8) ~ (10), we can get as follows; 

凡
一
凡
凡
一
凡

＝ k外~3

＝ 朽十 k3

(22) 

(23) 

¥Ve can obtain k2 and k3 as real solutions of a second-degree algebraic 

equation. 

t2 -(尻）t + (貸） =0 
Then, we can get the following triple orientations. 

7r 

01 = -
2' 
02 = tan―1(朽）， 03 = tan―1 (k3) 

(24) 

(25) 

Case (III): A = O, A = 0, P4 =/ 0 

Similarly, by using equations (7) ~ (10) under the conditions A = 0, P3 = 0, 

IP""iド=1 and IP計=1, we can obtain as follows; 

1 
柘＝ー=oo, 

゜
1 

朽＝ー=oo, 

゜
P2 

島＝一
p4 

(26) 
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Then, we can get the following triple orientations. 

7r 7r 
釘＝ー島＝ー島=tan―1(島）
2'2'  

(27) 

In each of the above cases, by solving algebraic equations, we can obtain 

orientations of triple edges. 

3 THEORY OF CLASSIFYING Y-AND 
ARROW-JUNCTIONS 

Now, we have triple orientations p1, p2 and p3 . However, -p1, -pうand

-p3 can also satisfy the constraint of triple orientations. Therefore, we can 

obtain eight candidates for Y-and arrow-junction shapes (see Fig. 2). In 

this chapter, we explain our theory of classifying Y-and arrow-junctions. 

3.1 Two Criteria for Classifying Junctions 

To detect Y-and arrow-junctions, we use two criteria for classifying junctions: 

[ Criterion 1) Whether edges are real borders. 

The aim of this criterion is to choose real borders from candidate borders. 

[Criterion 2) Whether a cross-section of the intensity profile around the 

borders is concave/convex. 

The aim of this criterion is to check for contradiction in intensity values in 

the areas around the real borders. 
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3.2 Local Image Derivatives Information 

We check the above criteria by using information on local first-order image 

derivatives (see Figures 3 and 4). 

[ Sum of directional derivatives along border iJ] 

恥= I: [{が・ ▽ g(x, 釘}*f(x,y)]
(x,y)Eo(司

（応=P1,J½,PぶーPl,-p""i, -p3) 

[ Sum of directional derivatives a.long border v1. ] 

D五= I: [{近・ ▽ g(x, y)} * J(x, y)] 
(x,y)ES(v) 

(28) 

(29) 

（→ → → → → → → 
虹 =Pu , P2.L, P3.L , -pu, -P2.L, -p3.L) 

where 8(が） is the local area for evaluating borders. We define v1. to be the 

direction rotated % counterclockwise from the direction of if. The local area 

does not contain the neighborhoods of junctions because first-order image 

derivative information on the neighborhoods of junctions is not suitable for 

analyzing the shape of junctions. 

3.3 Judgement of Two Criteria 

Consequently, we check two criteria by using expressions (28) and (29). 

[Judgement of Criterion 1 ] 

，
 



For example, whether or not the direction p1 is a border depends on 

expressions (28) and (29). If恥 andD』 arenearly equal to zero, that 

IS ， 
IDpil~0 
IDPi.LI 竺 O

(30) 

then all directional first-order image derivatives in the local area along 

p1 are zero. Therefore, p1 cannot be a border. Otherwise, when 

1Dp1j_ I > threshold (31) 

p1 can be a border. 

[Judgement of Criterion 2 ] 

Suppose p°i and元areborders. Under this condition, there are two 

areas divided by the two borders. To avoid contradiction in intensity 

values in the two areas, the cross-section of the intensity profile should 

be concave or convex (see Fig. 5). Therefore, it is necessary to check 

the signs of Dp1j_ and DPi.L since the signs can determine the intensity 

profile around the borders (see Fig. 5). 

3.4 Classifying Y-and Arrow-junctions 

Now, we can classify Y-and arrow-junctions as follows; 

(i) By checking whether six candidate borders can be real or not, we deter-

mine three real borders. 
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(ii) By using (28) and (29) defined in Subsection 3.2, we check the contra-

diction in intensity values in the areas around the real borders chosen above. 

Then, with three directions p1, p2 ,and p3, we can get six reasonable patterns 

of Y-junctions (see Fig. 6). False patterns satisfy the following conditions; 

(DPt.L > 0 /¥ DP2-;_ > 0 /¥ DP3-.l. > 0) 
V (Dpii. < 0 /¥ DP2l. < 0 /¥ DP3l. < 0) 

The same criterion can be used for classifying arrow-junctions. 

4 EXPERIMENTS 

(32) 

We carried out computer simulations for our algorithm to detect junctions. 

Figure 7 shows the flow of our algorithm for the experiments. This flow has 

two steps: to detect multiple orientations, and to classify junctions. 

4.1 Orientation Detection Stage 

We detect orientations at each point (x, y) by using the following procedure. 

[Detecting multiple orientations] 

(i) We convolve original image f(x, y) (256[pixel] x 256[pixel], 256 grayscale-

levels) with the third-order, the second-order and the first-order image deriva-

tives of window function g(叫 y).

Window function g(x, y) is given as 

l 丑+y2 
g(x,y)=―exp[-， ］ 

ゴTび 2庄
(33) 
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where theび isscale parameter. 

(ii) ¥i¥Te solve each eigenvalue problem obtained from the optimization prob-

lem of the constraints for the triple (described in Section 2), double and 

single orientations in ref. [12). 

[Determining the number of orientations] 

At each point, we determine the number of orientations, by using a criterion 

based on the ratio of minimum eigenvalue to second minimum eigenvalue. 

4.2 Junction Classification Stage 

We compute each sum of directio叫 derivativesalong v = p1, pう， p3,-p""i, 

-p2, -p3 and VJ_ = pu_, Pu, p;u,-pu_, -pu, -p;u by using the first-order 

image derivatives obtained in Subsection 4.1 (i). Then, we classify junctions 

by using the criteria described in Subsection 3.1. 

4.3 Parameter setting for the experiments 

In our experiments, we use the followmg parameter. 

(1) Radius匹 (seeFig. 3) of the area of energy integration€ is 30[pixel]. 

(2) Radius ro (see Fig. 3) of the junction region is 2[pixel]. 

(3) The local area for evaluating borders o(v) (iJ = p1, p2, p3, -p1, -p2, -p-;) 

contains a point (x, y) within 15[pixel] alongがinro away from the junction 

point. 

(4) The threshold value of inequality (31) for evaluating borders is 5. 

(5) The scale parameterび inequation (33) is l[pixel]. 
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4.4 Results of the Experiments 

The results for artificial images are shown in Figure 8. 

Only junctions are shown at every 32[pixel] in Figure 8(a) and at every 

16[pixel] in Figures S(b) and (c). In Figures S(a)~(c), dots represent points 

having a single orientation or no orientation, and void areas represent points 

that cannot be classified as junctions. 

5 CONCLUSION 

We have proposed a one-shot algorithm that has a stage to detect triple ori-

entations with the constraint of triple edges and another stage to classify Y-

or arrow-junctions by using information on local image derivatives. Further-

more, it has been demonstrated that our method can be applied to artificial 

images. From results of experiments with our algorithm, criteria previously 

used for detecting 1-, T-and X-junctions, were found to be eq叫 lyeffective 

in the detection of Y-and arrow-junctions. Our method has the following 

advantages: 

• it is possible to detect Y-and arrow-junctions by using two criteria for 

classifying junctions. 

• we can check the two criteria by using only first-order image derivatives. 
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Therefore, by using the criteria, we may soon be able to detect more compli-

cated junctions like K-or炒junctions.

In the future, to make our algorithm robust, we will investigate how to 

determine the optimal size of the area of energy integration or local area for 

evaluating borders. Since real images have independent intensity variations 

in local areas, it is necessary to achieve adaptive processing in independent 

local areas. Moreover, we will examine how to localize junctions more accu-

rately. Then, we will apply the proposed method to contour detection and 

the extraction of specified objects from among many objects. 
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