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Su1nmary 

vi 

Motivated by coordinating multimedia communication service from the end-

user's viewpoint in heterogeneous c01mmmication environments and with various 

individual requirements, this report proposes a networking architecture and a QoS 

(Quality-of-Service) management framework. Upon the whole, one main char-

acteristic of the proposed methods is to con廿olQoS at the application level in 

connection with the upper and lower levels, assunling best-effo1i type infrastruc-

tures. 

Chapter 1 describes the backgrounds, motivation, objectives and abstract of 

this report. In Chapter 2, the notion of QoS considered through this report is de-

fined, and based on it, a layered QoS model is shown. In order to link different 

QoS levels, QoS mapping plays an important role by translating QoS parameters 

between different QoS levels. A QoS mapping method using Spline functions 

is proposed. Relevance of QoS between application and user levels is also dis-

cussed. Chapter 3 proposes a networking紅chitecturefor heterogeneous commu-

nication environments, where a proxy server located between sender and re,ceiver 

sites transforms media QoS according to available computational and network re-

sources and user's requirements. A prototype of the proxy server is developed 

for video image transmission applications. In Chapter 4, an adaptive QoS man-
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agement framework for dist1ibuted media is proposed based on the multi-agent 

system. One feature of tlris framework is its 2-tier QoS management. Namely the 

long-term QoS adaptation is executed in one tier, while the short-term QoS ad-

justment is executed in the other tier. A one-way video system is developed based 

on the proposed framework. Chapter 5 presents applications of the proxy server 

紅chitectureand the multi-agent-based framework to realistic envit・onments. An 

e1rnr resiliency scheme using both channel and source coding techniques is pro-

posed in consideration of QoS management. Then, a QoS management archi-

tecture combining the proxy se1-ver architecture and the multi-agent-based frame-

work is discussed. Also, an application of the proxy server to home networks is 

described. Chapter 6 presents an idea of multimedia conununication coordination 

that meets a QoS policy agreement based on a layered QoS model. The multi-

media communication coordination consists of system-oriented and user-oriented 

coordinations. As a typical application, a chat system with video transmission is 

introduced. Chapter 7 concludes this repo11 and describes the future problems. 
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Chapter 1 

Introduction 

1.1 Backgrounds and Motivation 

Along with growth of the faternet and development of digital technologies, digital 

media have come to smround us. Eventually rapid and facile delivery of digital 

information are changing our life style. Text and still image data occupy the dig-

ital information on networks, however, audio data including voice and music are 

increasing and followed by video data. 

Considering from the viewpoint of service, service requirements differ among 

V紅iousmedia or applications that deal with the media. The notion of QoS (Qual-

ity of Se1-vice) was introduced to satisfy the service requirements, to differentiate 
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CoS (classes of service), or to manage the service quality. Although QoS is one 

of hot topics for delivery of various digital information through the Internet, QoS 

has different meanings depending on the people who use it [1]. 

First and foremost, the histmy of QoS is looked back briefly. The concept 

of QoS originally came from the specification of the networking service levels. 

For example, the Open Systems Interconnection (OSI) Reference Model has a 

number of QoS p紅arnetersdescribing the speed and reliability of transmission, 

such as throughput, transit delay, error rate, and connection establishment fail-

ure probability [2]. Also, according to ISO (lntematio叫 StandardOrganization) 

standards, QoS was provided by the network level of the communication system 

[3]. Indeed tlu-ee major QoS mechanisms are proposed to differentiate QoS at 

the network level: IntSe1-v (Integrated Services) [4], DiffServ (Differentiated Ser-

vices) [5], and Mf>LS (Multiprotocol Label Switching) [6], [7]. Although QoS is 

regarded as equivalent to differentiating traffic CoS at times, it has a broad and 

ambiguous connotation [1]. One extension of QoS is to include both the network 

and end-system domains. 

To date, several QoS architectures covering both network and end-system do-

mains have been proposed [8]-[11]. Typical two of them are introduced b1iefly: 

one is the OMEGA architecture [9] , the other is the QoS-A (Quality-of-Service 
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Architecture) [] J]. The OMEGA, developed at the University of Pennsylvania, 

provided a combinative QoS ru.・chitecture of a transport subsystem and an applica-

tion subsystem. In the transport subsystem, bounds on delay were provided ru.1d 

bandwidth demands were met. In the application subsystem, application QoS re-

quirements were guaranteed by a real-time mechanism. These subsystems were 

combined by the QoS broker model. The QoS-A also provided a layered architec-

ture of services and mech皿ismsfor QoS management and control of continuous 

media flows in multiservice networks. 

None the less, since quality should be ultimately judged by the end-users [12], 

it is important to take personalization of service into consideration, that is service 

provision according to each user's requirements. To realize the personalization of 

service, extension of QoS is indispensable because the digital infomrntion aims to 

be perceived and used by end-users, and most of the applications are designed to 

attain this purpose. Indeed several layered QoS models with extension of the end-

user level were proposed [3], [13]-[15]. In paiiicular, Fukuda et al. [16] proposed 

a method to decide required bandwidths, which is one of network QoS parame-

ters, in consideration of the relationship of application-level QoS parameters and 

user's preference on video quality, where the user's preference was evaluated by 

subjective tests. 
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In addition, heterogeneity of communication environments is a considerable 

point to realize the personalization of service. Hereupon the heterogeneity of com-

munication environments means that, for example, wireless networks generally 

have less bandwidth and higher error rates than wired networks. Moreover, end-

system performance differs from each other; for example, handheld computers 

have some limitations with CPU power, me11101-y, window size, video/audio h紅d-

w紅eequipments, and batte1-y capacity comp紅edto desktop computers. Fmther-

more, the available system resources are changeable because of various causes, 

e.g. the throughput of the best-effort network decreases as network traffic in-

creases, the error rate of wireless links fluctuate according to the electromagnetic 

wave propagation environment, and available CPU performance is reduced when 

other applications are in operation. However, the preceding QoS architectures 

covering both network and end-system domains can support very Ii血tedor no 

adaptive mechanisms to the changing communication environments. If any, their 

adaptation to the dyna血calchanges is based on the end-to-end (re)negotiation 

protocols or specific filtering schemes. For example, in the OMEGA architec-

ture only one QoS parameter was permitted to change in renegotiation during the 

transmission phase for real-time implementation. 

To realize the provision and management of personalized QoS, QoS must be 
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related with the user requirements and judgements, and adaptive mechanisms for 

variation and dynamic changes in the system pe1formance are indispensable for 

QoS management; these紅emotivations of this rese紅ch.

1.2 Objectives and Abstract 

The main pm-pose of this report is to propose a networking architecture and a 

QoS management framework for QoS-aw紅etrru1smission of video images. This 

rep01i will focus on QoS management for video media since video media would 

be a critical component in future distributed multimedia applications. The QoS-

aw紅evideo transmission means to adjust QoS of video streams according to the 

end-user's requ打ementsand the changing communication environments. A best-

effort network without any QoS mechanism like IntServ, DiffServ, or MPLS, is as-

sumed as the infrastructure for this research, because such QoS mechanisms have 

not been spread out on the current Internet enough widely yet. Therefore, the pro-

posed mechru1isms and methods ru・e deployed at the application level in connec-

tion with the lower level. In contrast, the preceding studies assumed some QoS-

guaranteed network like ATM (Asynchronous Transfer Mode) networks. Also 

any real-time scheduling mechanism such as a real-time OS used in [17] is not 
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assumed for the end-systems in tl1is report. 

In short, one feature of tl廿srese釘chis to manage QoS at the application level 

in connection with the upper皿dlower levels. 

In Chapter 2, a layered QoS model is described and a QoS mapping method 

using spline functions is proposed. This spline-based QoS mapping method is 

used for QoS management mechanisms desciibed in Chapters 3 and 4. 

In Chapter 3, a QoS adjustment scheme is proposed for real-time video trans-

mission applications for a group of heterogeneous receivers. The proposed scheme 

manages multiple users who have different cmnnmnication environments and dif-

ferent requirements for multimedia services, considers the user's respective com-

munication environments and calculates a feasible QoS for each user to utilize the 

system resources like CPU powers or network bandwidths efficiently. It works at 

the application level for the best-effort type system so that no special network pro-

tocol such as the RTP (Real-time Transp01t Protocol) nor special coding method 

such as the scalable coding is needed. The proposed scheme is deployed in a proxy 

server, which inte1mediates between a video se1-ver and a group of receivers. A 

prototype of the proxy server is implemented, and it is assumed to become a QoS 

server in a Local Area Network, a home network [18], or a community network. 

In Chapter 4, an adaptive QoS management framework for distributed media 
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called MARM (Multi-Agent Resource Management) is proposed on the basis of 

the multi-agent system. In the MARM framework, the agents directly or indi-

rectly collaborate to adaptively manage the media QoS according to the available 

network and tenninal resources as well as the user requirements. The particu-

lar point of the framework is that it provides 2-tier QoS management. N皿 ely

the global and long-term QoS adaptation is executed in one tier, while the local 

and short-term QoS adjustment is executed in tl1e other tier. A one-way video 

system is developed on the basis of the proposed framework as an example of 

communication-intensive applications. 

Chapter 5 presents applications of the CCS (Communication Coordination 

Server), a proxy server, 皿dthe MARM frmnework to realistic environments. 

For a wireless environment, an error resiliency scheme is proposed by utilizing 

both channel and source coding techniques. The error resiliency scheme is sup-

posed to function on the CCS. A QoS management architectlue combining the 

CCS approach and the MARM framework is discussed, where the CCS is use-

ful to mitigate the complex QoS negotiation in the MARM framework. Also an 

application of the CCS to home networks is considered. 

Chapter 6 presents a QoS mechanism of multimedia communication coordi-

nation that meets a QoS policy agreement based on a layered QoS model. As a 
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typical application, a chat system with video transmission is being developed. The 

basic design and implementation of the chat system are described. 

Chapter 7 concludes this rep01i. 
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Chapter 2 

Layered QoS Model and QoS 

Mapping 

2.1 Introduction 

As Chapter 1 mentioned, there are different perspectives on QoS and the notion 

of QoS is sometimes elusive, confounding, and confusing [l], [2]. Ultimately 

the degree of QoS (or quality) should be judged by the end-user as the degree 

of agreement with "what it is to be" [3]. This is the notion of QoS considered 

tl1rough this report, so that the QoS viewed by the end-user is located at the top-

level. On the other hand, the expression of QoS is different from level to level. 

13 
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For example, it is defined by application-level parameters at application level and 

by network-level parameters at network level. In addition, end-users do not want 

to specify QoS for the system resources explicitly [4]. Accordingly a layered QoS 

model should be introduced. 

In this chapter, a generic model for multi-level QoS in distributed multimedia 

applications is described. Then studies on QoS mapping methods, which trans-

late the QoS expressions from level to level, are reviewed. A novel QoS mapping 

mechanism is proposed for the multi-level QoS model. The proposed QoS map-

ping mechanism includes a QoS mapping method using user-specific profile data 

and a mapping method using spline functions. In addition, relevance of QoS be-

tween application and user levels is discussed based on subjective test for video 

QoS evaluation. 

2.2 Multi-level QoS Model 

Figure 2.1 shows a multi-level QoS model for distributed multimedia applications. 

At the user level, QoS is defined as the User QoS, which is sometimes expressed 

abstractly. At the application level, the Application QoS is specified for each me-

dia stream by the application-level parameters, e.g. the frame rate, frame size, 



CHAPTER 2. LAYERED QOS MODEL AND QOS MAPPlNG 15 

quantization scale (if quantization is executed as a video compression coding), for 

video media. The Terniinal QoS is defined by the parameters that operating sys-

terns deal with, such as a program t虹eadscheduling pe1iod and a task processing 

time. The Terminal QoS is sometimes omitted and identified with the Terminal 

Resource QoS when tl1e operating system is equipped with no processing mech-

anism to deal with these Terminal QoS parameters. The Network QoS is also 

defined on the ternJ..inal. The Network QoS is the QoS requ辻edby tl1e network for 

each media stream and is defined by network-level parameters such as through-

put, delay, jitter, and loss rate. The Resource QoS is defined as the resources to 

be allocated for the media stream and is separated into the Terminal Resource 

QoS and the Network Resource QoS. The Terminal Resource QoS includes CPU 

utilization and mem01-y size, and the Network Resource QoS includes bandwidth 

and node buffer size. We assume that only the highest User QoS can be expressed 

abstractly and all of the lower QoS than the User QoS are specified by one or more 

QoS paraineter(s). 
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2.3 QoS Mapping Mechanisn1 

16 

Previous studies on QoS mapping are reviewed firstly. Then a QoS mapping 

mechanism is proposed for the generic multi-level QoS model. The mechanism 

includes two mapping methods, a user profile QoS mapping and a spline QoS 

mappmg. 

〗S詑::.. 匹""
~ 

’’ 

Application QoS 

Network QoS Tem血a1Qo$

Resource QoS 
----7------
Network I Te皿jnal
Resource I Resoui-ce 
QoS I QoS 

Figure 2.1: A multi-level QoS model. 
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2.3.1 Related Work 

17 

Conventional QoS mapping methods are categorized into two classes. One is 

a table-based mapping class [5] and another is a function-based mapping class 

[6]-[8]. The table-based QoS mapping method prep紅esQoS mapping tables of 

sample data in advance, 皿dif there is a set of input QoS p狙・m11eters,it returns 

the output QoS parameters by looking up the tables. This type of QoS mapping 

method is not adaptive to various user's requirements. Because it cannot give any 

answer when it has no corresponding entry to the input QoS parameters in the 

tables. On the other hand, the function-based QoS mapping method uses mathe-

matical functions for mapping and can give an answer for any QoS requirement 

from the user by computing the QoS mapping functions. However, the specifica-

tion of functions is entrusted to the system designer and it is questionable how to 

reasonably select the functions according to a dynamically changing environment. 

2.3.2 User Profile QoS Mapping 

When a user has little knowledge on how to set the application-level QoS, the user 

should provide abstract QoS requests for media streams. For example, the user 

may utter "I want to view a video with middle-size, fast rate, and fair quality." 

Moreover such an abstract expression is based on the user's subjective, and map-
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ping tl1e abstract expression into specific QoS parameters depends on the user's 

preference and/or habitual behavior. We propose a QoS mapping method using 

user-specific profile data reflecting the user's preference and habitual behavior. 

Table 2.1 shows an example of the user-specific profile data for video me-

dia. The mapped Application QoS has three parameters, the size, frame rate, and 

quantization scale. For the User QoS, they紅especified abstractly by the user, 

for example, small, middle, or large for the size parameter. The abstract QoS 

expression is mapped into a specific value and a range, where the specific value 

presents an average and the range presents a granted width. These two values ai・e 

necessai-y, because abstract expressions inevitably involve ambiguity. 

Table 2.1: An example of user-specific profile data for video media. 

Size Small Middle Large 

Specific value 160 X 120 320 X 240 640 X 48( 

Range +/-10忽 +/-10党 +/-10愕

Frame rate Slow Middle Fast 

Specific value ...... .:) 8 12 

Range +/-2 ＋た2 +/-2 

Quality Low ト1iddle High 

Specific value 50 70 90 

Range +/-10 +/-10 +/-10 
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2.3.3 Spline QoS Mapping 
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Once the abstract User QoS is mapped into specific QoS parameters, the next task 

is QoS mapping among different level QoS parameters. To this end, there are 

two conventional mapping methods, the table-based and function-based methods, 

as described in Sect. 2.3 .1 .. However, the former is not adaptive to v狙:ioususer 

requirements and the latter is not adaptive to a dynamically changeable environ-

ment. Therefore we propose a QoS mapping method using spline functions, which 

is considered as a hybrid method of two conventional methods and is adaptive to 

both of user requirements and changeable environment. 

qosi denotes a QoS p紅ametervector at tl1e l-th level. We deal with a QoS 

mapping from qosi to qos(l+I)・qosi has m QoS parameters and qos(l+l) has n 

QoS parameters, that is qosi {qn, qz2, ... , qzm} and 

qosci+1) = {q(l+1)1, q(l+1)2, ... , q(l+l)n}-It 1s assumed that the application has 

k samples (qos;), qos1i+i)) (i = 1, ... , k), where 

(qost, qos1l+1)) = ({ qJ1, qJ2, ・ ・ ・, qfm}, { q(l+1)1, q(l+l)2, ・ ・ ・, q(l+l)n})・(2.1) 

s j is the spline mappmg funct10n that translates qos1 to q(l+I)j (J = 1, ... , n) and 

the sample data points are identified as the knots in spline functions. Given the 

sample data, interpolation conditions, and end conditions, simultaneous equations 
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for the unknown parameters of Sj are led. By solving the simultaneous equations, 

Sj is detern廿natelyspecified and any user requirement at the l-th level can be 

calculated by s.i. Figure 2.2 depicts relationship among the sample data and Sj 

for the simplest case, m = 1. Details on the spli~e functions can be found, for 

example, in [9]. 

When an envfronmental change occurs, the expected mapped QoS parameter 

value may differ from a monitored value. In such a case, the sample datum is 

The (l+l)~th le咋 1
QoS paro:irie↑ ter 

砂(l+l)i'-- - - - - - - - - -
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Figure 2.2: A spline function Sj and its sample data points for the simplest case. 
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replaced by the monitored value and the related spline. functions are recomputed 

to adapt to the new environment. 

2.4 Experin1ental Results 

As a typical example of the multimedia application, we consider a video-conferencing 

system and a QoS mapping for video streams, because resources紅eusually con-

sumed much more for them than for audio streams and dealing with video QoS 

is considered more carefully than audio QoS. An object in these experiments is 

QoS mapping from the Application QoS into tl1e Network or Terminal Resource 

QoS, where the Terminal QoS is identified with the Terminal Resource QoS be-

cause the experimental system was equipped with no QoS control mechanism for 

system resources. 

2.4.1 QoS Measurement 

To clarify relationship between different level QoS, we conducted QoS measure-

ment for video media using the adaptive multimedia application systems devel-

oped in our laborat01ies [10]. The QoS measurement system is shown in Fig. 2.3. 

A sender and a receiver紅econnected tlu・ough an ATM connection. A user spec-
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ifies the Application QoS for video on the receiver ternnnal and the Application 

QoS紅etransmitted to the sender terminal. On the sender terminal, a video sig-

叫 capturedby CCD camera is encoded by the Motion JPEG (Joint Photographic 

Experts Group) (M-JPEG) with the specified Application QoS and sent to the 

receiver. The receiver decodes the encoded data and the Network and Terminal 

Resource QoS are measured. 

The Application QoS are defined by the M-JPEG coding p紅ameters:the 

frame size, frame rate, and quantization scale. The fran1e size corresponds to 

the number of pixels in one frame. The frame rate coJTesponds to the number of 

frames to be presented per second, and it takes integer values. The quantization 

scale is related with the quantization step width used in JPEG, and it takes integer 

values between 1 and 100. The smaller the quantization scale, the smaller the en-

Receiver 

口
(1) Specify an application QoS 

ATM connection 

盈 (2)Tratis1nit the video da該 encoded

with the specified application QoS 

(3) Measure resource QoS cons皿 1ed

by d咄a11-ansmission and decoding 

Figure 2.3: A QoS measurement system. 

Sender 
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coded video data size, but too small quantization scale values may make the user's 

evaluation low because of blurs or color defects of images. The Network QoS is 

defined as the bandwidth needed for transmission of an encoded video stream, and 

the Tern廿nalResource QoS is defined as the CPU utilization needed for decoding 

the video data. 

2.4.2 Natural Spline QoS Mapping Results 

Figure 2.4 shows a spline QoS mapping result from the frame rate and quanti-

zation scale into the Network QoS for the frame size 320 x 240. 25 measured 

points, all possible combinations of the frame rate {1, 2, 3, 4, 5} and the quanti-

zation scale {5, 25, 50, 75, 95}. The mapping is ve1-y smooth and gives a result 

for any user requirement, or any combination of the frame rate and quantization 

scale. We evaluated the accuracy of the spline QoS mapping by the inconsistent 

rate ICR defined by 

1 
ICR=―こ
N i 

I mi -Si I 
m・ i 

X 100, (2.2) 

where N is the number of evaluation points, mi is a measured (monitored) QoS, 

and si is the c01Tesponding computed value by the spline function. For Fig. 2.4, 

70 evaluation points, all possible combinations of the frame rate {1, 2, 3, 4, 5} 

and the quantization scale {10, 15, 20, 30, 35, 40, 45, 55, 60, 65, 70, 80, 85, 90}, are 
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selected and ICR was 12.05%. Although this value seems to be quite large, all of 

the inconsistencies of larger than 10% can1e from the quantization scale of lm・ger 

than 55, where the Network QoS changes largely. It is expected that ICR lessens 

by an adequate selection of the sample data points, for example, a dense selection 

in the part of the large quantization scale and a sparse selection in the other part. 
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Figure 2.4: A spline QoS mapping result for the frame size 320 x 240. 
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2.4.3 B-spline QoS Mapping Results 

25 

We constructed the spline QoS mapping functions using the B-splines based on the 

above-mentioned measured data, and then compared mapping accuracy between 

the natural spline and the B-spline QoS mapping results. Figs. 2.5 and 2.6 present 

comp紅ativeresults of the natural spline m1d B-spline QoS mapping functions. 

The results show relationship between chm1ge of the quantization scale and tl1e 

consumed bandwidth, where the frame size and fraI11e rate are fixed to be 160 x 120 

and 10. In Fig. 2.5, measured data and the mapping result by the natural spline 

function are shown, while measured data and the mapping result by the B-spline 

function are shown in Fig. 2.6. In both cases, only four points of { 5, 50, 75, 95} 

of the quantization scale are selected as sample data, and the rest points were 

estimated by the QoS mapping functions. The knots for the B-spline function 

were selected as {5, 5, 5, 5, 70, 94, 95, 95, 95} of the quantization scale. From the 

comp紅ativeresult, it is found that the QoS mapping result by the B-spline is 

better than that by the natural spline, which slightly vibrated. The error rate was 

13.9% for Fig. 2.5 and 1.49% for Fig. 2.6, where the error rate is defined as the 

difference between the realistically measured data and the values estimated by the 

QoS mapping function. 
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Figure 2.5: A result of the QoS mapping from the quantization scale to the band-

width by the natural spline-based mapping function. 
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2.5 Application QoS and User QoS 

27 

There are several studies (e.g. [14]) reg紅dingtl1e user perception of QoS of mo-

tion pictures where QoS degradation caused by network loss or transmission loss 

are evaluated mostly. The loss effect is especially important for the motion pie-

tures in standardized format, such as a television system. On the other hand, since 

the digital videos that the Internet applications deal with are easily transformed by 

changing the coding parameters (QoS factors) such as the frame rate, relationship 

between the user perception and the QoS factors is also needed to be clarified. 

The relationslup would be useful for designing a QoS control scenai・io according 

to the user's perception or user's preference. 

This section examines the effects of different QoS factors on the user's per-

ception. To this end, a subjective test was conducted. In the test we selected the 

frame size, frame rate, and quantization scale as the QoS factors, and the MPEG-4 

codec is used for video streaming, because it is one of the most promising cod-

ing schemes for video. The test results are discussed to support the QoS control 

according to the user's perception or preference for video streaming applications. 
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2.5.1 Overview of Subjective Test (System and Method) 

The experimental system for the subjective test of video QoS is shown in Fig. 

2.7. In the system, Ethernet connects a video server and a video receiver, and tl1ey 

operate real-time video encoding and decoding with a set of specific QoS factors 

using MPEG-4. The MPEG-4 codec is implemented in softw紅e.Two monitors 

are connected to the receiver, and a video splitter enables the monitors to display 

the same received video stream for two subjects simultaneously. 

Video sender 

Ethen訊

Moni加I1 Monitor2 

Figure 2.7: The experimental system for the video QoS subjective test. 
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The double stimulus continuous quality scale (DSCQS) metl1od recon1111ended 

by ITU was used in the video quality subjective test. The video presentation 

sequence in a trial in the DSCQS method is shown in Fig. 2.8. Each tr・ial consists 

of a pair of stimuli, one is the reference, Video A in Fig. 2.8, 皿done is the test, 

Video B in Fig. 2.8. The two stimuli are each presented twice in a trial, with the 

order randomly chosen. T11e subjects rate each stimulus on a continuous q叫 ity

scale shown in Fig. 2.9 by drawing a mai・k "X" on the scale. Thus, two ratings ai・e 

made for each tdal in the DSCQS method, one for the reference and the other for 

the test. The rating is measured as the distance between the mark and the bottom 

of the scale. Table 2.2 summai・izes the conditions of experiments. 
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Figure 2.8: The video presentation sequence in the DSCQS method. 
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Table 2.2: Experimental conditions. 

Evaluation method The DSCQS method 

Subject 16 non-professionals 

Test video stream Three kinds of MPEG-2 Test Sequence 

Video codec MPEG-4 simple profile 

Monitor for subjects 21 inch CRTs 

z 
A B A B A E A E A. B A B 

Excellent 

Good 

Felr 

Poor 

B叫

Figure 2.9: The evaluation sheet. 

Table 2.3 presents the feature of video streams used in the subjective test. Each 

original video stream is five minutes long, its丘amesize is 720 x 480 pixelsframe, 

and its frame rate is 5 framess. 
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Table 2.3: Experimental conditions. 

Feature of video stream 

Video stream name Camera movement Object or contents 

Ball There is one scene change (SC). A scene of ballet 

The camera moves rightward before dance. 

the SC, and leftward after the SC in 

order to track the object with a rela-

tively slow and unchanging speed. 

Foot The camera pans rightward to cap- A scene of Amer-

ture a player holding a ball witl1 a 1． can football 

slightly changing speed. game. 

Bus The camera pans leftward to cap- A bus running 

ture a bus with an almost unchang- through down-

ing speed and zooms out at the final town. 

stage of the scene. 

2.5.2 QoS Factors 

In tl1e test we selected the frame size (S), frame rate (F), and quantization scale (Q) 

as the QoS factors. A set of specific QoS factors is set for the MPEG-4 encoder 
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in the video server tl1at encodes and transmits the video data in real-time. The 

MPEG-4 decoder in the video receiver receives the video data and plays back 

for subjects in real-time. T比eelevels of the frm11e size c皿 beset: the L紅ge

(360 x 240 pixels/frame), the Middle (240 x 160 pixels/frame), and the Small 

(180 x 120 pixels/frame). The frame rate can be set in integer between 1 and 30. 

The quantization scale caJ.1 be set in integer between 1 and 31. In general, the 

smaller the quantization scale is, the better the quality of video becomes. 

In each t1ial, the different sets of QoS factors were provided for the reference 

video and the test video. The absolute value of the rating differs from each subject; 

therefore we evaluated the difference of the ratings between the reference and 

test videos. In the following subsections, we tabulate the test results, where元

represents the sample average of (the rating of the reference -the rating of the 

test), and 95% means the 95% confidence interval of the expected value by the 

t-test. If the value of元ispositive, it means that the reference video was preferable 

for the subjects. 

2.5.3 Experimental Results (Evaluation with Different S) 

In trials #1 to #3, we changed the frame size only between the reference and the 

test, where the random choice of the two stimuli was not conducted in trials# 1 and 
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Table 2.4: The results witl1 changing S. 

[ ball . _J foot bus 

Reference Test 元 95% 元 95% 歪 95% 

#1 S=Large, S=Small, 15.00 歪 士 11.19 元 士 ＊ ＊ 

F=5, Q=3 F=5, Q=3 7.64 6.95 

#2 S=Middle, S=Small, -9.94 歪 士 -13.13 元 士 6.56 元

F=5, Q=3 F=5, Q=3 7.11 6.72 4.93 

#3 S=Small, S=Large, -11.44 元 士 -5.13 元 士 ＊ ＊ 

F=S, Q=3 F=S, Q=3 7.90 4.97 

#3, that is the reference shown in Table 2.4 was always presented to the subject 

first. The results m・e presented in Table 2.4, and"*" means no test was conducted. 

2.5.4 Experhnental Results (Evaluation with Different F) 

In tlials #4 to #10, we changed the frame rate only between the reference and tl1e 

test. The results are presented in Table 2.5. Fig. 2:10 shows the results of ttials 

#6 to #8. ・In Fig. 2.10, the horizontal axis (DF) is the difference of the frame rate 

between the reference and the test, and the vertical axis is元， thatis difference of 

the DSCQS rating in percentage. 

土
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Table 2.5: The results with changing F. 

』 ~all J foot bus 

Reference Test 歪 95% X 95% 歪 95% 

#4 S=Small, S=Small, 21.94 元 士 22.06 元 士 12.38 元 士

F=30, Q=3 F=S, Q=3 10.71 9.10 11.91 

#5 S=Small, S=Small, 4.69 元 土 -3.88 岳 士 -4.13 元 土

F=30, Q=3 F=l5, Q=3 3.86 6.74 3.62 

#6 S=Middle, S=Middle, 7.00 元 士 1.19 元 士 -1.13 歪 土

F=l5, Q=3 F=lO, Q=3 3.05 3.00 4.56 

#7 S=Middle, S=Middle, -4.50 元 士 10.44 元 士 13.69 元 土

F=15, Q=3 F=6, Q=3 10.45 3.61 7.98 

#8 S=Middle, S=Middle, 7.44 元 士 19.69 元 士 27.81 元 土

F=l5, Q=3 F=3, Q=3 12.56 7.02 10.39 

#9 S=Middle, S=Middle, -18.75 歪 土 7.63 元 土 10.06 元 土

F=IO, Q=3 F=6, Q=3 7.93 6.39 8.94 

#10 S=Middle, S==Middle, -0.63 歪 土 14.25 元 土 24.50 元 土

F=IO, Q=3 F=3, Q=3 11.56 4.66 8.41 



CHAPTER 2. LAYERED QOS MODEL AND QOS MAPPlNG 35 

苓
8
0
3
S
O

-10 

0 

10 

20 

30 

F
9
 ー2 

軍ー拳— bi:dl—foot 一bus
L1.F 

Figure 2.10: Difference of the frame rate between the reference and the test vs. 

DSCQS rate in percentage. 

2.5.5 Experimental Results (Evaluation with Different Q) 

In trials #11 to #15, we changed the frame rate only between the reference and 

the test. The results紅epresented in Table 2.6 and Fig. 2.11. In Fig. 2.11, 

the horizontal axis (DQ) is the difference of the quantization scale between the 

reference and the test, and the vertical axis is元．
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Table 2.6: The results with changing Q. 

』~foot bus 

Reference Test 元 95% 元 95% 歪 95% 

#11 S=Middle, S=Middle, 31.75 元 士 21.06 元 土 21.69 元 土

F=l5, Q=3 F=l5, Q=25 11.46 13.41 10.35 

#12 S=Middle, S==Middle, 29.75 元 土 15.88 元 士 12.50 元 士

F=l5, Q=3 F=l5, Q=l5 10.80 9.17 7.79 

#13 S=Middle, S=Middle, 21.94 元 士 7.31 元 土 6.13 元 士

F=I5, Q=3 F=l5, Q=lO 8.91 4.64 3.97 

#14 S=Middle, S=Middle, 39.56 元 士 23.94 元 士 28.65 元 士

F=l5, Q=3 F=15, Q=30 12.12 9.76 10.82 

#15 S=Middle, S=Middle, 34.25 元 士 17.81 元 士 21.13 元

F=l5, Q=3 F=l5, Q=20 10.15 9.58 7.35 

2.5.6 Discussion 

Changing the frame size effected the evaluation of video quality. The subjects felt 

about 10.7% DSCQS degradation for the Small and about 5.5% DSCQS degrada-

tion for the Middle compared to the Large. As these results were obtained for the 

specific frame rate and quantization scale (F=5 and Q=3), more evaluation tests 

士
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Figure 2.11: Difference of the quantization scale between the reference and the 

test vs. DSCQS rate in percentage. 

with various sets of tl1e frame rate and quantization need be conducted. 

It has been found that a drastic change of the frame rate heavily degrades the 

quality evaluation. For example, the subjects felt about 18.8% DSCQS degrada-

tion for a 25 difference of frame rates in trial #4. In addition, it was found from 

Fig. 2.10 that the video content affected the quality evaluation. While DSCQS% 

is almost proportional to DF in case of the foot and the bus, it did not change 

proportionally in case of the ball. On the contrary, DSCQS% lessened for 9 of 

DF compared to 5 of DF. It seems that different movements of objects caused 
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this. In the foot and the bus, the subjects nlight watch relatively large objects 

such as a football player or a bus move. On the other hand, as the ball included 

delicate movements of the dancer's hands and feet, the subjects might feel some 

degradation even for 15 of the frame rate. 

Changing the quantization scale also affected the quality evaluation as shown 

in Fig. 2.11. Although the relationship between DSCQS% and DQ was almost 

prop01tional, the ball showed more degradation than the foot or the bus. Tllis is 

also because of the difference of object movements as mentioned above. 

2.6 Conclusion 

Int出schapter, a generic multi-level QoS model was presented for distributed 

multimedia applications, and studies of QoS mapping from one level to other 

level were reviewed. Then a realistic QoS mapping mechanism composed of QoS 

mapping methods was presented. One method maps the liighest user level QoS 

into lower level QoS by user-specific profile data, and the other method performs 

mapping among lower level QoS parameters than the user level by spline func-

tions. The mapping results by the natural spline and the B-spline QoS mapping 

functions were compared using the actual measured data of video QoS. It was 



CHAPTER 2. LAYERED QOS MODEL AND QOS MAPPING 39 

found that the B-spline QoS mapping functions showed better results once the 

knots for spline function were selected appropriately [1 l]-[13]. 

Moreover, the effects of the QoS factors in application layer on subjective eval-

uation or preference of quality were examined. In the general, the results agreed 

our intuition, namely the subjects rated the video quality higher when the better 

QoS factors were provided, although the QoS factors consume more system re-

sources including network bandwidth and CPU utilization. One important point is 

that the subjective evaluation depends on the content of video stream or the object 

movement. It might be useful to catego1ize the video stJ・eams into several genres 

like sports or arts, and to control the QoS factors in consideration of the genre. 

User's individual preference for the QoS factors must be considered. To obtain 

the user's preference, a reinforcement learning method [15] would be applicable. 

The QoS elements used in the multi-level QoS model are basically categorized 

from the viewpoint of the place where the service is provided. Therefore, the 

multi-level QoS model does not always correspond with the OSI (Open Systems 

Interconnection) reference model. Although QoS mapping mechanisms connect 

different levels, further study is needed to establish a generic service flow for the 

multi-level QoS model. Relevance between the OSI reference model and QoS is 

referred to in detail in [3]. 



Bibliography 

[l] P. Ferguson and G. Huston, Quality of Service: Delivering QoS on the 

Internet and in Corporate Networks, John Wiley & Sons, New York, 1998. 

[2] G. Armitage, Quality of Service in IP Networks: Foundations for a Multi-

Service Internet, MTP, Indianapolis, 2000. 

[3] K. Mase ed.: Multimedia Networks and Co1TI11mnications Quality, IEICE, 

Tokyo, l 998 (in Japanese). 

[4] N. Nishio and H. Tokuda, "Simplified method for session coordination us-

ing multi-level QOS specification and translation," it1 Building QoS into 

Distributed Systems, A. Campbell and K. Nalu・stedt eds., Chapman Hall, 

Tokyo, 1997. 

[5] K. Fukuda, N. Wakamiya, M. Murata, and H. Miyahara, "Effective algo-

rithms for multicast video transport to meet valious QoS requirements," 

40 



BIBLIOGRAPHY 41 

IEICE Trans. Commun., vol.E81-B, 110.8, pp.1599-1607, Aug. 1998. 

[6] A. Richards, G. Rogers, M. Antoniades, and V. Witana, "Mapping user 

level QoS from a single parameter," Proc. Second IFIP/IEEE International 

Conference on M皿agementof Multimedia Networks and Services'98 

(MMNS'98), Versailles, Nov. 1998. 

[7] J.-F. Hu紅d皿dA.A. Lazar, "On QOS mapping in multimedia networks," 

Proc. 21th IEEE Annual International Computer Softw紅eand Application 

Conference (COMPSAC'97), Washington, D.C., Aug. 1997. 

[8] J.-F. Huard and A.A. Lazar, "On end-to-end QOS mapping," Proc. IFIP 

Fifth International Workshop on Quality of Service (IWQoS'97), New 

York, May 1997. 

[9] H. Spath, One Dimensional Spline Inte1-polation Algorithms, A K Peters, 

Welleslet, MA, 1995. 

[10] M. Kosuga, T. Yamazaki, N. Ogil10, and J. Matsuda, "A multi-agent based 

adaptive QoS management scheme," IEICE Trans., vol.182-B, no.5, May 

1999 (in Japanese). 



BIBLIOGRAPHY 42 

[11] T. Yamazaki and J. Matsuda, "On QoS mapping in adaptive QoS manage-

ment for distributed multimedia applications," Proc. ITC-CSCC'99, vol.2, 

pp.1342-1345, July 1999. 

[12] T. Yamazaki and M. Sakamoto, "QoS mapping data acquisition mecha-

nisms for disuibuted multimedia applications," Proc. ITC-CSCC'Ol, vol.2, 

pp.1168-1171, July 2001. 

[] 3] T. Yamazaki, "Spline-based QoS mapping mechanisms for hierarchical 

multilevel QoS models," IEICE Trans. Fundamentals, vol.E85-A, no.6, 

June 2002 (accepted). 

[14] D. Hands and M. Wilkins, "A study of the impact of network loss and 

burst size on video streanung quality and acceptability," in Inte1ractive Dis-

tributed Multimedia Systems and Telecommunication Services, 6th Inter-

national Workshop, IDMS'99, M. Diaz, P. Owezarsla, P. Senac editors. 

LNCS 1718, pp.45-57, Springer Verlag, Oct. 1999. 

[15] K. Nakaoka and J. Matsuda, "A method for acquisition of QoS mapping 

rules for distributed multimedia applications," Proc. PDPTA'99, pp.496-

502, April, 1999. 



Chapter 3 

QoS Control with a Proxy Server 

3.1 Introduction 

This chapter proposes a network architecture with a proxy server for heteroge-

neous communication environments. An adaptive QoS management mech皿ism

performed on the proxy server is also proposed based on the layered QoS model 

and the spline QoS mapping method as discussed in Chapter 2. 

A simple heterogeneous c01nmunication environment model is shown in Fig. 

3.1. A video sender SND and two receivers, RCV 1 and 3, exist on a wired net-

work and another receiver, RCV 2, is connected to the wired network via a wire-

less link. The video sender multicasts a video stream to the receivers, but the re-

43 



CHAPTER 3. QOS CONTROL WITH A PROXY SERVER 44 

ceivers have different requirements. The high-performance desktop-type receiver 

RCV 1 on the wfred network usually requires higher QoS than the handheld-type 

receiver RCV 2 or the low-performance desktop-type receiver RCV 3. 

I 

hi 
Ill 
Iヽ
C vireless 
link 

receiver 
RCV2 
(handheld 
computer) 

ccs 

一receiver RC V3 
(1 ov,--performance 
desktop computer) 

receiver RCVl 
(high-performance 
desk top computer) 

video se叫er
SND 

1etero0eneous commumcat10n environments an と）Figure 3.1: A example of 1 dCCS 

approach. 
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Heterogeneities of the communication environments and vm-ious user pref-

erences restrain video u・ansmission to multiple receivers. Suppose that a video 

sender transn直tsvideo at the same quality to all receivers. When the sender tries 

to satisfy the lowest quality requirement by a low-performance computer such as a 

handheld-type on the wireless network, a high-performance receiver on the wired 

network has to sacrifice its high quality requirement. On the other hand, when 

the sender tries to satisfy the highest quality requn・ement by the high-performance 

receiver, the low-performance computer cannot deal with the video s1J・eam con-

tentedly because processing and/or u・ansmission perfmmance is lacking. As well 

as adaptability to the static heterogeneous environments, adaptability to dynami-

cal change in network皿dtenninal performance 1s another important issue. 

In this chapter, we present a video proxy server, called CCS (C01nmunication 

Coordination Server), located between the sender and the receiver to compensate 

the performance gap. The CCS transforms QoS of the video stream according to 

the QoS requirement from the receiver, and mediates the QoS according to the 

receiver's user policy and the cunent network and terminal performance. The 

CCS is equipped with the QoS spline mapping mechanism described in Chapter 2 

to translate application-level QoS into resource-level QoS. 
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To date, a lot of efforts have been spent on constructing QoS紅chitecturesto 

support end-to-end QoS management, and Aurrecoechea et al. [1] sun11na1・ized the 

QoS architectures. These architectures basically targeted peer-to-peer multimedia 

c01mnunications. Aurrecoechea et al. defined QoS filtering as a mechanism to 

bridge a heterogeneous QoS capability gap, however, only one architecture, the 

QoS-A [2], supports the QoS filtering mechanism in tl1e end-system. 

The frmnework of media scaling [3] gives a possible solution to the mentioned 

multicast problems. In this framework, the video sender prepares a scalable video 

stream and an intermediator (e.g. a router) filters the video stream according to the 

receiver's requirements. While this approach is efficient, the video sender must be 

equipped with an encoder that supports the scalable coding and the level of QoS 

is limited by the sender, not the receiver. 

Ohta et al. [4] proposed SMAP (Selective Multimedia Access Protocol) for 

multimedia communications in mobile computing environment. The SMAP is a 

priority-based multimedia con1munication protocol, with which multimedia data 

are assigned with priority for each media unit, and selective transport se1-vice can 

be realized by using the p1i.ority. However, this is also a sender-initiated service, 

because the setting of priority has to be done by the author or the provider of 
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media. 

The proposed CCS approach is not sender-foitiated in tl1e sense that no special 

coding method such as the scalable coding nor special protocol is needed. In 

the CCS approach, a proxy server is located between the video sender and the 

receiver, and it can change tl1e video QoS by transcoding. 

As for researches about the transform of video coding methods (transcod-

ing), Amir et al. [5] rep01ted an implementation of tl1e Video Gateway which 

transcodes between the JPEG [15] and the H.261 [12]. Also Warabino et al. [6] 

developed a transcoding proxy se1-ver between the MPEG-1 (Motion Picture Ex-

perts Group 1) [1 O] and the Quality Motion. Both of them, however, tru・geted video 

transmission to a single receiver and did not deal with the resource management 

in multiple receiver situations. 

Moreover, the notions of "translator" and "mixer" have been defined in the 

proposal of the RTP (Real-time Transport Protocol) [7]. Both translators and mix-

ers are considered as intermediate systems, but tl1e distinction between transla-

tors and 1nixers is that a translator passes through the data streams from different 

sources separately, whereas a mixer combines them to form one new stream [7]. 

A translator or a mixer can intermediate a group of receivers homogeneously. 
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In the CCS approach, the CCS located between the video sender and the receiver 

receives the QoS requirement from the receiver. If the QoS requirement is ad-

missible for the available network and ternunal resources, the CCS transcodes the 

video stream according to the QoS requirement and sends the u・anscoded su・eam 

to the receiver. Thus, the CCS c狙1provide a QoS management service based . 

on the transcoding, and QoS requirements from all receivers are satisfied in the 

heterogeneous communication env打onment.

The CCS approach architecture is shown in Fig. 3 .2, and consists of the sender 

site, the CCS site, and the receiver site. The video sender, CCS, and receiver 

are connected through wired or wireless networks. The Sender application, CCS 

application, and Receiver application are the transcoding application staying on 

each site. 

3.3.1 Sender Application 

The Sender application manages a video source, which might be archives of en-

coded videos or a real-time video encoder. With archives, the Sender applica-

tion lists the archived video files in response to a receiver's inquiry and sends the 
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encoded video selected by tl1e receiver to the CCS. Wi_th real-time video trans-

mission, the Sender application captures a video signal from the equipped video 

camera and encodes it to send to the CCS. 

3.3.2 CCS Application 

The CCS application mediates QoS between the sender and the receiver to satisfy 

the QoS requirement from the receiver, using QoS admission, adjustment, allo-

cation, and mapping mechanisms. Then it conducts a tt・anscoding task to realize 

the allocated QoS. Namely, it receives an encoded video stream from the sender, 

transcodes it according to the coding format required from the receiver, and sends 

tl1e transcoded video stream to the receiver. The transcoding is performed by a 

S虹1der

Video som・c¢ 
ccs 

>'' 
.,, ::C-CS・ 
> ....'"'.  JppH~~ 恥f::

Net¥vork 
interface 

Figure 3.2: The CCS approach architecture. 

． receiver 
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combination of a video decoder for the input stream format and a video encoder 

for the output stream format. Both the decoder and the encoder m・e implemented 

in the CCS application at tl1e h狙:dw紅e-or software-level. 

(qosI, qos~l十1)) = ({qf1,qf2,··•,qfm},{qtl十1)1,ql1+1)2, ・ ・ ・, qlz+l)n})。 (3.1)

3.3.3 Receiver Application 

The Receiver application mainly has three tasks. The first task acquires QoS re-

quirements from the user皿 dtransmits them to the CCS. The second task decodes 

and playouts the transcoded video stream from tl1e CCS. These tasks紅efor a user 

interface. The third task monitors resources such as CPU utilization or network 

bandwidth. 

3.4 Intra-frame and Inter-fra1ne Compression Tech-

n1ques 

Up to now, video data compression techniques have been standardized. The ISO 

(International Organization for Standardization) has standardized the MPEG-1 

[1 O] and MPEG-2 [11] and the ITU (International Telecommunication Union) 
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has standm-dized H.261 [12], and H.263 [13], [14]. The main features of these 

video compression techniques ai・e based on inter-frame and DCT (Discrete Co-

sine Transform). Namely, in these teclmiques, the basic operation predicts motion 

from frame to frmne in the temporal direction, and then uses DCTs to organize the 

redundancy in the spatial directions. We call these video compression techniques 

inter-frame compression. 

On the other hand, ISO stand紅dizedthe JPEG [15] for still image compres-

sion. Video data can be encoded by JPEG as a sequence of JPEG frames, and 

this technique is often used as M-JPEG. Since the data is compressed frame by 

frame without prediction from other frames, M-JPEG is refen-ed as intra-frame 

compression in contrast to the inter-frame compression. 

While the compressed video data size using inter-frame compression is smaller 

than that using intra-frame compression due to the removal of temporal redun-

dancy, there are two advantages in intra-frame compression over inter-frame com-

pression. One advantage is its robustness to transmission en-or and the other is its 

lightweight processing alg01ithm. These advantages come from the frame inde-

pendence of intra-frame compression processing. 

Accordingly, inter-frame compression is generally advantageous when the re-

ceiver uses only low-bandwidth links, while intra-frame compression is advanta-
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geous when the hardware pe1formance of the receiver, such as CPU or mem01--y, 

is deficient. If botl1 the network bandwidth and the receiver performance ar・e de-

ficient, the CCS simultaneously car'lies out intr・a-frame compression皿dtl1e QoS 

ad1nission functions to compensate for network and terminal deficiencies. 

3.4.1 QoS Mediation by CCS 

In tlus section, first of all, we define tl1e QoS for video streams, and then inu・o-

duce a QoS mapping mechanism that translates the application-level QoS into the 

resource-level QoS. Finally, QoS admission, adjustment, and allocation mecha-

nisms by the CCS are described. 

3.4.2 Definition of QoS for Video Streams 

In our architecture, the application-level QoS for video streams is defined by 

compression parameters (spatial resolution, temporal resolution, and quantization 

scale). The user of the receiver can specify these parameters using the application-

level QoS setting window (Fig. 3.3). 

The spatial resolution c01Tesponds to the number of pixels in one frame and we 

assume that it takes one of three values, 640 x 480, 320 x 240, or 160 x 120. The 

temporal resolution corr疇espondsto the number of frames presented per second 
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Figure 3.3: The application-level QoS setting window. 

and takes integer values. The larger the temporal resolution, the more smooth the 

observation of objects in the video sequence. The quantization scale is related 

to the quantization step width used in JPEG or MPEG and takes integer values 

between 1 and 100. The smaller the quantization scale, the smaller the encoded 

video data size. However, if the quantization scale values ai・e too small, they may 

lower the user's evaluation because of image blurring or color defects. In Fig. 3.3, 

the spatial resolution and the temporal resolution correspond to the frame size and 

frame rate, respectively. The utility in Fig. 3.3, wllich is a parameter representing 

the user's preference for the specified application-level QoS, ranges from Oto 100. 
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The larger the value of the utility is, tl1e higher the user's satisfaction. The utility 

can be used to determine the user's QoS policy. The QoS policy includes a priority 

order of tl1e QoS p紅ameters,namely it means tlrnt the user lays stress on which 

QoS parameter. 

The resource-level QoS consists of the network QoS and the terminal QoS。

The network QoS is defined as the bandwidth needed for the u・ansmission of the 

encoded video stream, while the te1111inal QoS is defined as the CPU power needed 

for decoding the encoded video data. 

3.4.3 QoS Admission, Adjustment, and Allocation Mechanisms 

Fig. 3.4 shows the flow of video stream transmission witl1 QoS management. 

(1) The receiver sends a request of the video file list, after accepting the user's 

QoS requirement. 

(2) The sender returns the file list to the receiver. 

(3) The receiver sends tqe selected file name and the QoS requirement. 

(4) The CCS verifies that the resources are available for the QoS requirement by 

QoS admission. If the resources are not enough, the CCS pe1forms QoS adjust-

ment according to the user's QoS policy until the QoS becomes admissible. If the 

QoS is admitted, go to (5). 
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(5) The CCS sends a request of the video data selected by the user. 

(6) The sender returns the video data to the CCS. 

(7) The CCS transcodes the video data according to the QoS requirement. 
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(8) The trru1Scoded video data are sent to the receiver and presented to the user. 

The CCS receives tl1e QoS requirements specified by the QoS pru・ameters and QoS 

policy from the receiver user. The CCS t1・ru1slates the QoS parameters required by 

the receiver user into the resource-level QoS by the QoS mapping mech皿ism,and 

the QoS admission is canied out by compruing available resources. The available 

resource can be estimated by屈owingthe maximum capacity of the resource and 

the current used resource. The maximum capacity of the bandwidth can be deter-

mined or estimated for a gu紅anteednetwork such as an ATM network, but it is 

difficult to specify it for a best-effort network. The cuJTent used resource can be 

specified by using some monit01ing mechanism. We have developed an original 

network monitor to get the current network throughput information. The network 

monitor works for both ATM and IP networks. 

If the required QoS is admitted, the QoS allocation is carried out to transmit a 

video stream. Otherwise, the CCS adjusts the required QoS by degrading the QoS 

parameters according to the QoS policy until they become admissible. 

An example of QoS adjustment is shown in Fig. 3.5. Supposing that point 
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A (5 frames/s皿da quantization scale of 90) is an initial QoS requirement and 

it requires a bandwidth of 511.5 kb/s. In case of resource shortage, for example 

250 kb/s of the available bandwidth, poi11ts B (5 frames/s , a quantization scale of 

60, and the required bandwidth of 245.6 kb/s) and C (2 frames/s, a quantization 

scale of 90, and the required bandwidth of 206.5 kb/s) are examples of new QoS 

candidates, and one of them is selected according to the user's QoS policy. When 

the policy is tlrnt the frame rate has the lowest piioiity order than the others, point 

B is selected so that the frame rate is decreased. Meanwhile, when the policy was 

that tl1e quantization scale has the lowest p1iority order ilian the others, point C is 

ccs 
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、A:

亘
：切
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Figure 3.4: The flow of video stream transmission with QoS management. 
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selected so that the quantization scale is decreased. 

These QoS mechanisms are executed periodically in order to adapt to dynam-

ical resource changes. However too much adaptation may degrade user's evalu-

ation. How adaptation frequency and degree relate to the user's evaluation is a 

Freme size:320. x 240 

窃
l
g
)
L
-
1
P

芦
p
u
g
g

・r:::-
, .J. 4'、7;

. .J.c 、
Frame rat~(frames店） 2 

日u.antizat ion 
scale 

Figure 3.5: A QoS mapping result using spline functions from the application-

level QoS into the resource-level QoS. Point A is an initial QoS requirements, and 

points B and C are new QoS candidates. 
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further study. 

3.5 Comn1unication Environment with Multiple Re-

． 
ce1vers 

3.5.1 System Overview and Architecture 

The CCS can be applied to a communication environment with multiple receivers 

shown in Fig. 3.6. In Fig. 3.6, Server means a video server, and Receiver means 

a video receiver (client). The CCS manages multiple receivers as its children, 

and each receiver requests the server of a video stream via its parental CCS. The 

server sends the video stream to the receiver via the CCS, and the CCS tr・ansforms 

the QoS parameters of the video stream according to the QoS requirements from 

the receiver and the available system resource amounts. The transformation that 

the CCS pe1forms includes modulation of coding, and the QoS p紅ametersused 

in the application level are image size S, frame rate F, and quantization scale 

Q as mentioned before. Each application QoS has its own priority value. These 

priority values are different for respective end-system (receiver), and reflect the 

user's individual preference. 
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The resource-level QoS also consists of the network QoS and the terminal 

QoS. Hereupon it is assumed that each resource QoS has its upper and lower 

由resholds.If the resource utilization is between two t比esholds,the utilization 

situation is considered good (stable). 

Compared to the case of one sender and one receiver, the CCS system for the 

multiple receiver conmmnication environment is more complicated. Figure 3.7 

AP: Access Point 
CCS: Communication 
Coordination Se, 洒 r

Figure 3.6: An example of co1ru1mnication environments by the proxy server. 
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shows QoS adjustment modules in the system. Since the server does not concern 

the QoS adjustment directly, only the video CODEC module is shown at the server 

site. The receiver has the user interface module and the resource monit01ing mod-

ule that monitors the resource utilization related to the receiver. The CCS has the 

QoS admission module that detem1ines the QoS for eve1-y receiver under control. 

The QoS admission module consists of the QoS mapping module that relates tl1e 

application QoS with the resource QoS and the QoS calculation module that com-

putes a feasible QoS within the current resource availability. The CCS also has 

the resource monitoring module whose difference from the receiver's module is 

that the CCS's module has a function that measures the available bandwidth of the 

network domain to which tl1e CCS belongs. 

口
二 QoS admission 

Qo~ ↓亨rement

Ju ser interface J 

Server 
QoS calc1tlatio1 

Receiver 
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Figure 3.7: QoS adjustment modules. 
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3.5.2 QoS Adjustn1ent Mechanis1n by CCS 

61 

The CCS and the receivers regularly monitor tl1e system resource utilization, and 

a QoS adjustment signal is issued when the monitored value exceeds the upper 

tlu・eshold (overuse case) or becomes smaller than the lower tlrreshold (underuse 

case). The QoS adjustment mechmrism differs depending upon which tenmnal 

issues the signal and which t虹esholdis concerned. In tl1e following t虹eesub-

sections, we develop tlrree QoS adjustment mechanisms for the situations to be 

assumed. Then the QoS adjustment method pe1formed by the CCS is explained 

in the last subsection. 

A. Over/zmderuse case at the receiver site 

The first case of the QoS adjustment mechanism is the overnse or the undernse at 

the receiver site. Figure 3.8 shows a messaging sequence between the CCS and the 

receiver. When Receiver #1 judges the resource utilization out of the tl1Tesholds, it 

issues a QoS adjustment request to the CCS. Simultaneously Receiver #1 notifies 

the CCS of its own teiminal piiority, application QoS primities, QoS upgrade 

widths, and the resomce information. T11e QoS upgrade widths紅eused for the 

QoS adjustment by the CCS, and it is explained later. The CCS calculates the 

updated and feasible QoS parameters based on the information of tl1e QoS and the 
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resources provided by Receiver #1, and then notifies Receiver #1 of the adnutted 

QoS parameters. 

B. Overuse case at the CCS site 

The second case of the QoS adjustment mechanism is the overuse at the CCS site. 

Figure 3.9 shows a messaging sequence between the CCS and the receivers. When 

the CCS judges the overuse of resource utilization, it issues a QoS degradation 

claim to the receiver who has the lowest terminal piiority, Receiver #1 in the case 

of Fig. 3.9. Receive1: #1, who received the claim, issues a QoS degradation request 

to the CCS, as well as notifies the information of the QoS and the resources. The 
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Figure 3.8: Tl1e message sequence (the over/underuse case at the receiver site). 
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CCS calculates the updated and feasible QoS parameters as desc1ibed before, and 

notifies Receiver #1 of the admitted QoS parameters. Also the terminal priority 

of Receiver #1 is increased with a predefined constant. If the resource utilization 

becomes stable, that is between the two thresholds, tl1e QoS adjustment is halted. 

Otl1erwise, the CCS again issues a QoS degradation claim to the receiver with the 

lowest priority at this moment to continue the QoS adjustment。
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Figure 3.9: The message sequence (the overuse case at the CCS site). 
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C. Underuse case at the CCS site 

The tl出dcase of tl1e QoS adjustment mechanism is the underuse at由eCCS site. 

Figure 3.10 shows a messaging sequence between the CCS and the receivers. 

When the CCS judges the underuse of resource utilization, it issues a QoS im-

provement permission to由ereceiver who has the highest ternrinal priority, Re-

ceiver #1 in the case of Fig. 3.10. Simultaneously the tenninal priority of Receiver 

#1 is decreased with a predefined constant. Receiver #1, who received the permis-

sion, issues a QoS improvement request to the CCS, and notifies the information 

of the QoS and the resources, if its resource is in the underuse status. When the 

CCS receives the QoS improvement request, it calculates the feasible QoS param-

eters, and notifies Receiver #1 of the admitted QoS p紅ameters.If the resource 

utilization becomes stable at the CCS site, the QoS adjustment is halted. Other-

wise, the CCS again issues a QoS improvement permission to the receiver with 

the highest terminal priority at tl1is moment to continue the QoS adjustment. 

D. QoS aヽjustmentby the CCS 

Hereupon, the QoS adjustment mechanism pe1formed by the CCS is desc1i.bed. 

When the CCS performs the QoS adjustment, it receives the information of the 

QoS and the resource (R門 R*T,qos『，△qosりfroma receiver. R<Tor R*T 
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means the upper or lower threshold for the几 thresource, qosf is the l-th ap-

plication QoS parameter value, and△ qos1 is the QoS upgrade widtl1 for the l-th 

application QoS parameter, where n = l, ... , N and l = l, ... , L. It is supposed 

that tl1e QoS parameters are sorted in tl1e decreasing order of the priority values. 

Namely q碕 isthe QoS parameter that has the highest priority, while qosi is the 

QoS parameter that can be mostly compromised for its quality. 

The CCS has the spline QoS mapping function .l¥fn (), which estimates then-th 

ccs 
Receiver #1• • • Receiver #N 
(tl記l屯如翠.priorit、y)

Figure 3.10: The message sequence (the underuse case at the CCS site). 
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resource amount to be needed based on a specified application QoS paran1eters 

[18]. The estimated n-tl1 resource amount R!(o) is given as 

誓(0)=闊(qos~, ... , qosi). (3.2) 

The CCS calculates the updated QoS parameter set so that the following equa-

tions are met 

R; り＜砥 <R門，

R!(N) =恥(qosf,... , qosf). 

(3.3) 

(3.4) 

There are, however, multiple QoS parameter sets that meet these equations. A 

QoS adjustment algorithm based on the priority values of the application QoS 

p紅ameters. The algorithm is as follows. Initially, the QoS parameter set is 

initialized as the present QoS set (qos~, ... , qos1}. If the QoS i_mprovement is 

needed, qos~is improved with△ qos1 so that the new QoS set (qos}, ... , qo互l)= 

(qos忙△qos1, ... , qos1}. If the QoS degradation is needed, qosi is degraded with 

△ qosL so that the new QoS set (qosL ... , qosi) = (qos~, ... , qosi―△ qos砂

After QoS improvement or degradation has been carried out, the judgment of re-

source status expressed in (2) is executed. If the judgment is approved, that is the 

resources are within two thresholds, QoS adjustment finishes. Otherwise, QoS im-

provement or degradation continues. The flow of the QoS adjustment algorithm 
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js depicted in Fig 3 .1 1 . 

Start 

如砂万阿..,qosr,1'「5巧←(qosiO竺...,q究°吟
N皿ー砂s<--0[M碑 ,_qと,s<-l+I]

++!{; 碑i_qos[--N碑ぷos]

• 

qos球皿_qos
NEW ← qos N碑 1_qos

NE宵+ .!¥qos N皿 _qos

[qos NE「r,r NE叩
細沼_qos ← qo~ 邸 m_qos ―.!¥qos1畑 1_qosl

R NEW =J; ち迅qos1NE竹r 湿 wn , ... ,qosL) 

只'T.究 NEW<RnUT?

E叫

Figure 3 .11: Flowchart of QoS adjustment policy algorithm. 
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3.6 Prototype Implementation 

3.6.1 Single Receiver Case 
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We have implemented a prototype system of tl1e proposed transcoding architec-

ture of the single receiver case in a laboratmy testbed. The testbed comp1ises a 

video sender, a receiver, and a CCS. Each ternrinal is a PC-AT machine (Win-

dows NT) with 266 MHz Intel Pentium processor II and a 64 MB memmy. All 

PC-AT machines紅econnected over an ATM network by an ATM-switch (CISCO 

LightStream 1010) that gives the maximum network throughput of 155 Mb/s. In 

this implementation, the MPEG-1 is used as an example of the inter-frame com-

pression, and the M-JPEG is used as an ex狙npleof the intra-frame compression. 

The receiver is assumed to be equipped with only an M-JPEG decoder because of 

its lightweight processing. The CCS is equipped with an MPEG decoding board 

and an M-JPEG encoding board. Decoded video data are directly transferred into 

the M-JPEG encoding bomd. We deal with the case of video archives in this 

implementation, that is the sender files MPEG-1 video data in its local disk. 

QoS management experiments were conducted according to the flow shown 

in Fig. 3.4 on the implementation. In the experiments, the CCS received a 

MPEG-1 video stream (352 x 240 pixels and 30 frames/s) from the sender, and 
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Table 3.1: Experimental results of relationship between the application-level QoS 

and the resource-level QoS on the testbed implementation. 

Frm11e Size: 160 x 120 Frame Size: 320 x 240 
Frame Size: 640 

X 480 

Frame Rate (fr出nes/s) F皿 neRate (frames/s) 
Frame Rate 

(fraines/s) 

I 5 11 I 2 3 5 1 2 

JO 
12.0 58.9 130.0 23.3 45.5 67.7 112.6 67.3 136.0 
5.5 24.0 49.0 10.3 19.2 28.2 46.3 31.7 64.5 

Quantization 
50 
17.7 78.6 173.5 38.4 75.6 112.5 184.8 106.3 188.0 

Scale 5.5 24.5 50.0 10.7 20.2 29.9 50.4 31.9 65.3 

90 
35.4 142.5 312.3 105.6 206.5 307.7 511.5 345.4 613.0 
6.0 26.5 56.0 11.8 21.7 32.4 57.7 36.3 73.5 

transcoded it into an M-JPEG stream by the application-level QoS requirement 

from the receiver. Table 3.1 summarizes typical results of relationship between 

the application-level QoS (the frame size, frame rate, and quantization scale)皿d

the resource-level QoS (the bandwidth and CPU utilization). In Table 3.1, the cells 

that include two figures show the resource QoS; the upper figure is the bandwidth 

(kb/s), and the lower figure is the CPU utilization(%). The rightmost frame rate 

column for each frame size is the maximum number of the frame rate realized on 

the implementation. 

To verify the effectiveness of the QoS adaptation mechanisms to dynamical 

resource changes, the available resource decrease situations were simulated. One 

typical QoS adjustment result for bandwidth shortage is shown in Fig. 3.5 as de-
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scribed previously. We show another typical QoS adjustment expe1iment, where 

CPU resource shortage~as simulated. At the beginning of the expe1iment, the 

available CPU utilization was 60%, and the CCS 1J.・anscoded the MPEG-1 stream 

into an M-JPEG stream (320 x 240 pixels, 5 frames/s, and a quantization scale of 

90) that consumes the CPU utilization of 57. 7%. Then the available CPU utiliza-

tion decreased to 30%. Immediately the CCS st紅tedQoS adjustment by degrad-

ing the QoS parameters according to the user's QoS policy. For example, if tl記

policy permits only the frame rate to be decreased, the CCS decreases the frame 

rate to 2 frames/s. The other QoS parameters remained unchanged and the new 

QoS allocation consumed the CPU utilization of 21. 7%. Similarly, if the policy 

pem1its only the fr印11esize to be decreased, the CCS decreases only the frame size 

to 160 x 120 pixels and the new QoS allocation consumed the CPU utilization of 

26.5%. Meanwhile, if the policy pe1mits both the frame rate and the quantiza-

tion scale to be decreased, the CCS decreases both QoS parameters and a set of 

320 x 240 pixels, 3 frames/s, and a quantization scale of 50 can be selected as a 

new QoS allocation to realize the CPU utilization of 29.9%. 

The QoS adjustment mechanism can be applied to the case that the available 

bandwidth and CPU utilization change simultaneously, by conside1ing the most 

constrained resource as the hm1ted resource. 
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3.6.2 Multiple Receivers Case 

71 

Next a prototype of the CCS architecture of the multiple receivers case has been 

implemented in the laboratory testbed. In this case, the testbed system consists of 

a video sender, two receivers, and a CCS shown in Fig. 3.12. Each terminal is a 

PC-AT machine (Windows NT), and all terminals are connected by Ethernet. 

The QoS adjustment mechanisms of the CCS have been veiified by several 

experimental results. One example is as follows. Initially two receivers had been 

receiving the same video stremn from the video server via the CCS. The realized 

QoS were different according to the respective QoS requirements. (S, F, Q) = 

Videose:r咄 r

ccs 

Receiver :11 
(desktop computer) 

Figure 3 .12: Configuration of the experimental system. 
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(416 x 336, 5, 11) for receiver #1, while (S, F, Q) = (272 x 216, 5, 20) for re-

ceiver #2. Then an urgent FTP stream occmTed between the CCS and Receiver 

#2, and consequently tl1e video QoS for receiver #2 was automatically degraded 

into (S, F, Q) = (176 x 144, 1, 20) by the QoS adjustment mechanisms to give 

priodty to the FTP stream. When the FTP stream finished, the QoS for receiver 

#2 was improved to (S, F, Q). = (416 x 320, 1, 20) by the QoS adjustment mech-

anisms. The final QoS had been improved for its frame size, because the primity 

of tl1e frame size was set to be higher than two other parameters. 

3. 7 Conclusion 

In this chapter we have presented a QoS management紅chitecturefor distributed 

multimedia applications in heterogeneous communication env辻onments.In the 

proposed architecture, a proxy server called CCS intermediates between a video 

sender and a receiver or a group of receivers and manages the QoS adjustment. 

The CCS monitors the cunently available resources and receives the QoS and .re-

source information from the receiver(s). Based on these information, the CCS 

calculates a feasible QoS for each receiver to utilize the system resources effi-

ciently. Then the CCS cani.es out the transcoding to transform the video QoS to 



CHAPTER 3. QOS CONTROL WITH A PROXY SERVER 73 

satisfy the receivers'requirements. 

Prototype systems of the CCS have been implemented in a laboratory testbed. 

In the prototype systems, the o・anscoding mechanisms between MPEG and M-

JPEG codings were implemented in h紅dwareor software. With tl1e prototype 

system, it is ve1-ified that the CCS can resolve the network and terminal hetero-

geneities between the sender ru1d receiver sides by the tr皿 scodingand the QoS 

adjustment mechanism. 

Digital television broadcasting service will start in the near future. While an 

interlace format is used for television video signal, a progressive format is used 

for computer video signal. Although MPEG-2-TSs (u・ansport streams) used for 

video transmission in the digital television broadcasting service can deal both the 

interlace and progressive formats, quality control and application QoS adaptation 

are needed to merge the broadcasting service with multimedia c01nmunication 

services, where the CCS紅chitecturewould be applied to. 

Which application QoS p紅ametershould be adjusted pdmru.-ily is狙1open 

issue and depends on video contents. Subjective video quality assessment tests 

were conducted, and it is found that subjective evaluation depends on the content 

of video stream or the object movement [19]. Still further study is needed to 

clarify the relationship between the application QoS and the user QoS which is 
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the user's evaluation of media quality. 
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Chapter 4 

QoS Control with Multi-agent 

System 

4.1 Introduction 

Recently, it has been demonstrated that the multi-agent system can be applied 

for QoS management to distributed multimedia applications, to which central-

ized systems cannot be applied, because of its useful features such as parallelism, 

robustness, and scalability [5], [6]. Suganuma et al. [7] proposed the ADIPS 

(Agent-based Distributed Information Processing System) and developed a video-

conferencing system based on it. Puliafito et al. [8] presented an agent-based 

79 
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QoS management framework, but concrete QoS negotiation m1d adaptation mech-

anisms were 1nissing in their discussion. 

Meanwhile, AmTecoechea et al. [1] proposed a generalized QoS framework 

based on a set of principles that govern the behavior of QoS architectures. The 

generalized QoS framework is composed of three QoS mechanisms: QoS provi-

sion mechanisms, QoS management mechanisms, and QoS control mechanism. 

QoS provision mechaitisms perform static resource management in the flow es-

tablishment and QoS renegotiation phases. On the other hand, QoS management 

and conti・ol mechanisms deal with dynamic resource management in the media-

transfer phase. QoS conu・ol is distinguished from QoS management by an opera-

tional time-scale. QoS control operates on a faster time-scale than QoS manage-

ment. 

In this chapter, we propose an adaptive QoS management framework for dis-

tributed multimedia based on the multi-agent system and the generalized QoS 

framework. In the proposed framework, the agents directly or indiI・ectly collabo-

rate to adaptively manage the media QoS according to the available network and 

terminal resources as well as the user requiI・ements. The particular point of the 

framework is that it provides 2-tier QoS m皿agement.Namely the global皿d

long-term QoS adaptation is executed in one tier, while the local and short-term 
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QoS adjustment is executed in the other tier. A one-way video system is developed 

on the basis of the proposed framework as an example of conununication-intensive 

applications. 

4.2 QoS Management Based on the Generalized QoS 

Fran1ework 

Aurrecoechea et al. [1] proposed a generalized QoS framework based on a set 

of principles that govern tl1e behavior of QoS architectures. The generalized 

QoS framework is composed of tln・ee QoS mechanisms: QoS provision mech-

anisms, QoS management mech皿isms,and QoS control mechanism. QoS provi-

sion mechanisms perform static resource management in the flow establishment 

and QoS renegotiation phases. On the other hand, QoS management and control 

mechanisms deal with dynamic resource management m the media-transfer phase. 

QoS control is distinguished from QoS management by an operational time-scale. 

QoS control operates on a faster time-scale than QoS management. 

Figure 4.1 presents a QoS m皿agementflow on the basis of the generalized 

QoS framework. In the flow establishment and renegotiation phases, the QoS 

mapping module translates user QoS requests into QoS candidates that are under-
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standable for the system (terminals and networks). The QoS negotiation module 

selects the QoS for each media su・eam from the QoS candidates via intra-terminal 

and inter-tenninal negotiations. The QoS admission module tests whether the 

selected QoS will be gum・anteed or not for the system, and reserves the system 

resources by resource reservation protocols if possible. Otl1erwise, the QoS ad-

mission module issues a renegotiation message for the QoS negotiation module. 

Then tl1e modules in the media-transfer phase succeed to the QoS management. 

The selected QoS is transferred to QoS control and management mechanisms. A 

real-time flow control module in the QoS control mechanism tries to maintain the 

QoS tlu-ough flow filtering, flow shaping, flow scheduling, and so forth. In the 

QoS management mechanism, the QoS monitoring module perceives fluctuations 

in system resources, and notifies the QoS management module. The QoS manage-

ment module deals with the QoS adjustment within the admissible range, which is 

specified by the user, using the resource information. The real-time flow control 

module receives the adjusted QoS, and continues QoS maintenance. When the 

QoS management module can no longer perform the QoS adjustment because, for 

1 1 fl . . examp e, t 1e resource uctuat10n 1s too severe to recover, 1t issues a renegotiat10n 

request message to the QoS negotiation module. 
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Figure 4.1: A QoS management flow on the basis of the generalized QoS frame-

work. 

4.3 An Agent-based Adaptive QoS Management Frame-

work 

We propose an agent-based adaptive QoS management framework called MARM 

(Multi-Agent Resource Management) framework as a common platform for var-

ious communication-intensive applications (Fig. 4.2). The MARM framework, 
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Figure 4.2: An agent-based adaptive QoS management framework. 

whose core is the QoS management flow presented in Fig. 4.1, consists of tlu・ee 

kinds of agents, a resource manager module, and a QoS interface. 

4.3.1 Personal Agent 

When a user has little knowledge on how to set the application-level QoS, the 

user might provide abstract QoS requests for media streams. For example, the 

user may utter "I want to view a video with a middle-size, fast rate, and fair 
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quality." A Personal Agent (PA) then intei]Jrets tl1e abstract user-level QoS using 

the user profile database, which reflects tl1e user's preference, and transfers it to 

the QoS provision mechanisms as tl1e application-level QoS. PA also updates由e

user profile database using a learning mechanism. 

4.3.2 Application Agent 

An Application Agent (AA) selects the best viable QoS for each media stream 

from the application-level QoS candidates by intra-tenninal and inter-tenninal ne-

gotiations. By the best viable, we mean the QoS that maximizes the total user util-

ity under resource constraints. Since QoS negotiations do not need to be executed 

in real-time, it is desirable that AA is deliberative to take optimality into consid-

eration from a global and long-term viewpoint. We define deliberative agents as 

the agents that can directly communicate with each other and utilize knowledge 

to make a decision. In [9], research on various planning mechanisms used in 

deliberative agent architecture is inu・oduced. 

4.3.3 Stream Agent 

A Stream Agent (SA) adjusts the selected QoS within the admissible range speci-

fied by the user. Since QoS adjustment by the SA is carried out while the multime-
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dia applications are in operation, it must be done in real-time. Hence SA must be 

reactive. We define reactive agents as agents that have simpler construction than 

deliberative agents皿dbehave according to their environment using distributed 

and decentralized interactions between agents without any explicit knowledge or 

inference mechanisms. One of the most famous reactive agents is the subsump-

tion紅chitectureby Brooks [10]. By using a kind of the blackboard紅chitecture

[13], we have implemented the reactive SA behavior. 

4.3.4 Resource Manager and QoS Interface 

A Resource Manager (RM) performs scheduling and reservation for the terminal 

resources, such as CPU and memory. The QoS interface mediates between ter-

minals and networks, and enables the ternlinal to reserve the network resources. 

Instead of developing a new QoS interface, it is possible to utilize the existent 

QoS interface architecture deployed in the OMEGA [2] or the QoS-A [4]. 
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4.4 A One-way Video Syste111 with Adaptive QoS Man-

agen1ent 

We have designed a one-way video system called MARM-Videol (Multi-Agent 

Resource Management Video 1) on the basis of the MARM framework. Figure 4.3 

depicts the interrelationship between the MARM-Video 1 modules. In this section, 

we will describe the agents'behaviors according to the QoS flow. 

(;) monitor 

三
0竺_,....,--User ------.Q~ ー竺ng

Persona] 
Agent 

Distl'ibuted 
multimedia 
application 

open, send, 
recv, close 

I 
Communication 
lib向

Figure 4.3: The module interrelationship in the MARM-Videol (Multi-Agent Re-

source Management Videol). 
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4.4.1 QoS Specification 

In tl1e MARM-Videol, a user specifies multiple ranged QoS candidates. Figure 

4.4 shows an example of multiple QoS candidates for a video stream, and each 

Figure 4.4: An example of setting of multiple QoS candidates for a video stream. 

A user can set five QoS candidates from this font-end, and each QoS candidate 

has three QoS parameters (the size, frame rate, and quantization scale). The user 

can specify the priority order of the QoS p紅ametersby choosing one from the 

priority policies (the lower right window). 
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Table 4.1: An example of specific profile database, which presents the relation-

slup between user's abstract QoS expression, such ,as small or slow, and the 

application-level QoS defined by a specific value and a range. 

Size Small Middle Lar~q. e 

Specific ¥/al ue 1 60 :=< 120 320 X 240 640 X 4J3( 

Ran9e 切・-10愕 ＋た 10愕 ＋た 10愕

Frame 1-・ate Slow・ Middle Fast 

Specific value 3 8 1△つ— 
Range +/-2 +/-2 +/-2 

Quality Low Middle High 

Specific value 50 70 90 

応 nge ＋た10 +/-10 ＋た10

QoS candidate has t比eemedia-specific QoS p紅ameters(the size, frame rate, and 

quantization scale) that are expressed abstractly. PA translates tl1e QoS candidates 

into the application-level QoS using a user-specific profile database such as that 

in Table 4.1. The user profile database stores the mapping data between the user's 

abstract expression and specific values within a range, and the data caii be updated 

by learning. 

The user specifies the priority order of QoS parameters by choosing one from 

the prepared pri01ity policies. Examples of the priority policies include a defini-
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tive order, such that the size is the first, the frame rate is the second, and the 

quantization scale is the third, 皿dthe order in which the lowest priority is given 

for tl1e ltighest quality of QoS p四ameter.The priority order of QoS parameters 

is used when SAs perfonn the QoS adjustment that will be described later. The 

utility p紅ameteris given for each QoS candidate, and represents the user's sat-

isfaction when the QoS candidate is selected. The larger the value of the utility 

pmameter is, the higher the user's satisfaction. In Fig.4.4, if Flexibility option 

button is on, the range value in Table 4.1 is used, othe1wise the range is set to 0 

by compulsion and the application parameter has no range. 

Two p1iority parameters, ranging from 1 to 100, are offered in the MARM-

Video 1. One is the application p1iority, which represents the rank of application 

among all applications in the tenninal. The other is the stream priority, which 

represents the rank of stream among all streams managed in the application. 

4.4.2 QoS Selection 

AAs select the best viable QoS from the multiple QoS candidates by intJ・a-and 

inter-terniinal negotiations. In the intJ.・a-terminal negotiation, the AAs negotiate 

the allocation of resources that maximizes the total user utility. The procedure 

of the QoS negotiation is as follows. The AA who requests an intra-termi叫
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negotiation sends a QoS negotiation request message to all AAs concerned on the 

terminal. The AA who sends the request message is called tl1e master agent. If皿

AA receiving the request message can participate in the negotiation, it returns its 

multiple QoS candidates and utility parameters to the master agent. The master 

agent selects a QoS set for the streams so that the total utility U defined in (4.1) is 

maximized under the resource consu・aint conditions in (4.2). 

U = L w(S) log u(S, q), 
s 

こ伍(S,q) ::; R加
s 

(4.1) 

(4.2) 

where u(S, q) E (1, 100) is a utility parameter when a stream S has a QoS of q, 

w(S) is the priority of stream Staking the priority of the concerned application 

into consideration, and rm (S, q) is the amount of山em北 resourcerequiI・ed by 

processing of stream S with QoS q, and如 indicatesthe maximum availability 

of the m-th resource. In (4.1) and (4.2), the summation is operated for all streams 

involved in tl1e negotiation. 

The utility parameter u(S, q) presents the user's satisfaction when stream S 

has a QoS of q. In the MARM-Video 1, the utility parameters are specified by re-

spective users manually. Assuming that users are more sensitive to quality degra-

dation than to quality improvement, we have introduced nonlinear property by 

logmithms. 
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After the intJ・a-ternlinal QoS negotiation, the AAs execute inter-terminal QoS 

negotiation to resolve QoS conflicts between the stream sender and the receiver. 

As a possible solution for the QoS conflicts, we have proposed an inter-termi叫

negotiation using the cooperative game theory, where each AA exchanges the 

terminal's utility, which is defined in advance, and finds a compromise between 

the sender and tl1e receivers [11]. Another simple solution is to select the lowest 

QoS among the QoS selections from the sender and the receivers. Which solution 

sh叫 dbe chosen depends on the communication situation, e.g. the number of 

terminals involved, or the number of resource to be considered. In the following 

experiments, the latter simple solution was chosen because of its implementation 

facility. 

4.4.3 QoS Adjustment 

After a ranged QoS candidate is selected by the AAs, the SAs residing in the 

same terminal adjust the selected QoS parameters within the range provided by 

PAs, and detem1ine a specific QoS for each media stream. We adopt a kind of 

the blackboard紅chitecture[13] for the QoS adjustment mechanism, where the 

SAs use priority parameters to order the QoS adjustment, and a priority tln・eshold 

parameter Th is shared among the SAs as a common datum. 
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Figure 4.5 shows the QoS adjustment procedure according to the asynchronous 

皿dautonomous behaviors of the SAs. An SA monitors resources. If the SA rec-

ognizes a sh01tage or smJJlus (excess) of resources, it refers to Th. By compaiing 

its own p1iority parameters with Th, it decides whether to execute the QoS adjust-

Common Do. 註 Module

* Thi: ℃年ldTh 

/ ↑ :：ばご ＼ 
• • • 

＼ ニ／
Reso111ce 

*CPU 
*B年四th

Figure 4.5: QoS adjustment procedure by the SAs. An SA monitors the re-

sources. If QoS adjustment is needed, the SA refers to the tlu・eshold Th, and 

decides whether to execute the QoS adjustment by comparing its stream priority 

with Th. If the QoS adjustment is executed, the SA updates Th. The SAs behave 

async虹onouslyand autonomously. 
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mentor not. If the SA undertakes the QoS adjustment (adjusts QoS), it updates the 

value of Th after the adjustment. The behavior of the SA for the QoS adjustn1ent 

differs according to whether tl1ere is a resource shortage or a resource sm-plus. For 

example, in a resource shortage, the SA degrades (decreases) the QoS parameter 

stepwise according to the ascending priority order of the QoS parameters (by the 

increasing QoS p紅ameterpriority order, 皿dthen the SA increases the value of 

Th). After the QoS adjustment, the SA increases the value of Th. In a resource 

surplus, the SA upgrades (increases) the QoS parameter stepwise according to the 

descending priority order of the QoS parameters (by the decreasing QoS parame-

ter priority order, and then the SA decreases the value of Th). After the QoS ad-

justment, the SA decreases the value of Th. To this end, only low priodty stJ.・eams 

paiticipate in the QoS adjustment when the resource shortage or excess is small, 

while higher priority streams also participate in the QoS adjustment when the re-

source insufficiency is quite large. When all streams fail to adjust QoS because 

the resource insufficiency is too lai・ge, the re-negotiation phase is invoked and the 

application agent negotiation starts to select new QoS for the media streams. 

Th's initial value is set to the maximum, minimum, or average value of all 

priodty parameters. Th updating is done by increasing (decreasing) a constant 

value or by setting to the average value of the priority parameters of the SAs 
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excluded from the QoS adjustment process. How Th is specified and used is 

described concretely in Section 4.5.4. 

The QoS adjustment by stream agents is can-ied out reactively in media-transfer 

phase, and it c01Tesponds to the QoS management mechanisms in [1]. 

4.5 Experiments 

To verify the behaviors and linkage of the agents in the MARM-Videol, we de-

signed a computer simulation system, which is called a simulator in the following, 

on PC-AT machines, and conducted a set of experiments on the simulator. 

'hdso·.ser~e('B 
、~ ~ ~ ~ 

戸 7

ニ□'. . .. , 
APL2 

Video Ol ient 

Figure 4.6: The expe1imental network configuration in computer simulations. 
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Table 4.2: Abstract user-level QoS for video streams used in the experiments. 

Size F「ame「ateQtiantiこation.scale Utility 

(~ 述c:andidate#.1 La「ge Fast High 100 

QoS candidate #2 Middle r,;iiddle High. BO 
QoS candidate tt3 Middle Middle Low &O 

Qci S candid ate #4 Middle Slow Low 40 
Qo5 cantlitlate #5 Smail 51ow Low 20 

4.5.1 Confi0uration 
ら

Figure 4.6 illustrates the network configuration of the experiment, where a client 

is connected to two video servers. One MARM-Video 1 server application runs on 

each se1-ver and two MARM-Videol applications run on the client. It is assumed 

that multiple video streams紅ecoming from each sender to the client, and each 

video stream is either a real-time video or an accumulated video. 

4.5.2 QoS Mapping 

First, we describe how the QoS mapping mechanisms are executed in the simu-

lator. The multiple video QoS candidates are provided by the user in an abstract 

expression as shown in Table 4.2 and the p1101ity order of the QoS parameters 

is chosen as the frame rate, quantization scale, and size in the expei-iment. The 

size corresponds to the number of pixels in one frame, and it is represented as, 



CHAPTER 4. QOS CONTROL WITH MULTI-AGENT SYSTEM 97 

for example, 320 x 240. The frame rate corresponds to the number of frames to 

be presented per second. The quantization scale is related to the quantization step 

width used in video coding methods, and it takes an integer value between 1 and 

100. The smaller the quantization scale, the smaller the encoded video data size, 

but quantization scale values that are too small may make the user's evaluation 

low because of blurs or color defects in images. 

The QoS mapping mechanisms proposed in Chapter 2紅eused. In the user 

level, the multiple video QoS candidates are provided by the user in an abstract 

expression as shown in Table 4.2. Also the p1i01ity order of the QoS parameters 

is chosen by the user as the frame rate, quantization scale, and size in the exper-

iment. Meanwhile, in the application level, the QoS needs to be expressed by a 

specific value. PA interprets the abstract user-level QoS (Size, Frame rate, Quanti-

zation scale) in Table 4.2 into the corresponding application-level QoS expressed 

by specific values by the user specific profile database in Table 4.1. Utility in Ta-

ble 4.2 is the same as the utility p紅ameterrepresenting the user's satisfaction in 

Section 4.4.2. The parameter values in Table 4.2 were dete1mined subjectively. 

Moreover the application-level QoS needs to be translated into the requfred 

resource-level QoS. In the experiment, the CPU utilization rate consumed for de-

coding and presenting the video data and the bandwidth (throughput) needed to 
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Table 4.3: The QoS mapping results for the user-level QoS in Table 4.2. Size, 

Frame rate, 皿dQuantization scale represent the application-level QoS, and CPU 

and Bandwidth represent the resource-level QoS. 

Siz. 已 Frame「ateOuantiこ試ionsea I e CPU{%) Bandwidth(kbps) 

QoS canrlldate #1 640x.480 12 90 3812,S . 32555.9 

QoS Candidate #2 320x 240 8 '30 85.0 - -- Tヽ ・とヽ ー 、--AS?、0

QoS candidate#3 320x 240 8 ~. 50 78.D 169:s 

QoS candidate#4 320.x240 3 50 30.0, 64.8 

QoS candidate#5 16-0x 120 3 
.. 
50 13.0 

~ ~. 
33.4 

send the encoded data between the sender and the receiver are selected as the 

resource-level QoS. The former is refe1Ted to as CPU in percentage, and the latter 

is referred to as Bandwidth in kilo-bits per second (kbps) in Table 4.3. 

The QoS mapping (translation) between the application-level QoS and the 

resource-level QoS is done by the AA using the spline QoS mapping scheme [12]. 

The QoS mapping result between the application-level QoS and the resource-level 

QoS is shown in Table 4.3. Although a non-realistic value can be computed be-

cause of extrapolation, QoS candidates with non-realistic values should be ex-

eluded as impractical. 
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4.5.3 Global and Long-term QoS Negotiation 

Next, we present a scenario to show the resource allocation dm-ing the AAs'QoS 

negotiation. In the scenario, the receiver operates two applications, APLl and 

APL2. APLl receives video sti・eams from the video server A, APL2 receives 

video sti・eams from the video server B, and each application can receive at most 

two streams. In this expe11ment, it is assumed that the bandwidths between the 

senders and the receiver and the senders'CPU capability are enough to enable all 

of four streams to select the best QoS candidate #1. Therefore only the receiver's 

CPU resource is taken account of as the system resource. The application prioi-ity 

values for APLl and APL2 are 50 and 100, respectively. APLl deals with Sti・eam 

1 and Stream 2 and APL2 deals Stream 3 and Stream 4. The stream priority 

values for Stream 1, 2, 3, and 4紅e90, 50, 90, and 50, respectively. Each time a 

stream increases or decreases, the QoS negotiation is carded out to determine a 

new resource allocation according to the application and stream priorities. 

For the QoS negotiation, (4.1) and (4.2) are used to select a QoS set for the 

streams. w(S) in (4.1) means the priority of stream S and is expressed as the 

product of a stream priority and an application priority, which is called the total 

priority in the following. In this experiment, the total primities for four streams are 

computed as w(Streaml) = 90 x 50 = 4500, w(Stream2) = 50 x 50 = 2500, 
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w(Stremn3) = 90 x 100 = 9000, w(Strea,m4) = 50 x 100 = 5000. u(S, q) 

in (4.1) is a utility p紅ameterand Utility in Table 4.2 is used in tl1is experiment. 

(4.2) means resource consti・aints and tl1e receiver's CPU resource is evaluated in 

this experiment. Maxinlization of (4.1) was cmTied out by searching all combina-

tlons of QoS candidates and the number of combinati~ns was at most 54 in this 

experiment. 

Figure 4.7 shows how the CPU resource on the receiver is allocated to tl1e 

streams as the number of streams changes. Initially no streams are transmitted, 

and at 3s into the scenario Stream 2 is transmitted with QoS #2 (in Table 4.3), 

which is the best viable QoS. At 12s into the scenru・io, Stream 1 trans血ssion

begins皿dthe QoS for Stream 1 and 2 are selected as #2 and #5, respectively, 

because the priority of Stream 1 is larger than that of Stream 2. At 26s into the 

scenario, Stream 3 transmission from terminal B starts and three streams renegoti-

ate QoS to conclude that all streams share the same QoS #4. Then, at 36s into the 

scenario, Stream 4 trans血ssionstarts, and QoS renegotiation ru11ong four sti・eams 

allocates QoS #5 for StJ・eam 1 and 2 and QoS #4 for Stream 3 and 4 by taking 

the application and stream priority values into consideration. At 64s into the sce-

n狙io,Stream 3 trans1nission is terminated and the same QoS #4 is allocated to 

the remaining three streams. At 68s into the scenario, Stream 4 trans1nission is 
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terminated, and QoS #2 and #5 are selected for StJ・eam 1 ai1d 2, respectjvely, ac-

cording to the stJ.・eam priority. At 81s into the scenmio, Stream 1 transnlission is 

terminated, and Sti・eam 2 ret1ieves QoS #2. Finally at 89s into the scenario, all of 

the stream trans1nissions terminate. 

From this experimental result, it is found that QoS allocation has been fairly 

done according to the priority values, because we assumed that the senders'CPU 

c~pability 紅eenough. However, when the sender's CPU capability is limited, we 

have to use the inter-terminal QoS negotiation mechanism desciibed in Section 

4.4.2. Let us consider one example of the inter-tenninal QoS negotiation. Assum-

•令Total ,. Streatn1(90,50) Stream2(50,50) 
→← • Strea」n3(90,100)・+-Streatn4(50, 100) 
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Figure 4.7: An experimental result of CPU resource allocation by QoS negotiation 

among AAs. 
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ing that video server A can not deal with two video streams witl1 QoS #4 at 26s, 

we use the simple inter-ternlinal QoS negotiation to select the lower QoS between 

the receiver and the sender. Then, the QoS of Stream 2 will decrease to QoS #5 

because its total priority is the lowest, while Streams 1 and 3 will keep QoS #4. 

4.5.4 Local and Short-term QoS Adjustment 

We present a scenario to show the SAs'QoS adjustment for sudden and transient 

resource variation. Altl10ugh resource variation includes resource shortage and 

surplus, we describe the latter case here. 

The scenario succeeds the global and long-term QoS adaptation and its initial 

condition was set to the same situation as at the point of 27s in Fig. 4.7, where 

Stream 1, 2, and 3 stably shared the same QoS #4. At ls, 30% of CPU load was 

additionally given by the simulator as an unexpected disturbance. Then, every SA 

performed to QoS adjustment until a stable situation was recovered. 

The SAs use the architecture il.lustrated in Fig. 4.5. The p110rity t切eshold

parameter Th has the same dimension as the stream's total pri011ty, that is the 

product of a stream priority and an application priority: In this experiment, Th 

is set to the minimum total pdority of all streams initially, and updating of Th is 

by increasing a constant value 1000. Monitoring period is set to lOOms for each 



CHAPTER 4. QOS CONTROL WITH MULTI-AGENT SYSTEM 103 

SA. The simulator can increase or decrease the resource such as CPU utibzation 

on purpose for experiments. In a resource surplus case, an SA adjusts QoS by 

degrading a QoS p紅ameteraccording to the order that is given to the PA as the 

user's policy. 

The result is shown in Fig. 4.8. Each SA can only perceive whether the CPU 

utilization is exceeded or not, although excessive CPU utilization rates over 100% 

(such as 120%) are explicitly depicted to visualize the simulator operations in Fig. 

4.8. Stream 2 that has the lowest total priority of SAs st紅tsfirstly QoS adjust-

ment. Then Stream 1 does QoS adjustment according to the threshold. Stream 2 

degi・ades the size and the quantization scale in succession (at 1.5s), and the frame 

rate (at 2.5s) until Stream 1 st紅tsto QoS adjustment. Stream 3 keeps its QoS. 

From this experimental result, it is found that the SAs successfully deal with 

the abrupt resource change by autonomously adjusting its own QoS. Namely, 

while Stream 2 with the lowest total priority degraded its QoS most, Stream 3 

with the highest total p1101ity kept its QoS. 
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4.6 . Conclusion 

For communication-intensive applications using distributed multimedia, we have 

proposed an agent-based adaptive QoS management framework. The adaptabil-

ity is targeted at various users'QoS requirements and resource fluctuations. The 

adaptive QoS management task is accomplished by d江ectand indirect agents'col-

laboration. The most remarkable and characteristic point is the mutually supple-

mental cooperation of AAs and SAs. Namely, in our approach, the AAs work in 

the flow establishment phase for the global and long-term QoS adaptation, while 

'".・'"".  
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Figure 4.8: An experimental result of CPU resource a且ocationby QoS adjustment 

among SAs. 
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the S怒 workin the QoS maintenance phase for the local and short-term QoS 

adjustment. 

As an example of the proposed frainework-based multil11edia application, we 

developed a one-way video systems called MARM-Videol. The MARM-Videol 

accepts abstJ・act QoS requirements with utility from users, and manages media 

stream QoS to maximize the total user utility under resource constJ.・aints. We have 

evaluated the pe1formance of MARM-Videol t111・ough experiments of computer 

simulation, and it is verified that the proposed QoS negotiation and adjustment 

mechanisms work appropriately. We have implemented MARM-Videol without 

SAs in a laboratory testbed. This prototype system works practically on actual 

computers connected by an ATM or Ethernet network. We ai・e planning to extend 

the prototype system to implement SAs. The assumption that users are more 

sensitive to quality degradation than to quality improvement has to be verified by 

further studies. 
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Chapter 5 

Application of CCS to Realistic 

Environments 

5.1 Introduction 

In this chapter, application of the CCS approach to more realistic environments is 

discussed. Firstly, the proxy server approach to which the CCS approach belongs 

is reviewed again. Secondly, the CCS approach is applied to a realistic environ-

ment, and an error resiliency scheme is proposed by utilizing both channel and 

source coding techniques. Thirdly, a QoS management architecture combining 

the CCS approach and the MARM framework is shown. Finally, a CCS applica-

109 
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tion to home networks is presented. 

5.2 Related Work 

Difficulties lie in adaptability to vaiious individual user's QoS requirements and 

heterogeneous terminal and network performance [1]. A new paradigm to ap-

proach the problems is the proxy server approach. The approach includes the 

Video Gateway architecture [2], the cluster-based TACC (Transformation, Aggre-

gation, Caching, and Customization) server紅chitecture[3], and the service proxy 

approach [ 4]. In the Video Gateway architecture, the Video Gateway transcodes 

one video format into another video format, and performs bandwidth adaptation 

by rate-control. However, the Video Gateway did not refer to the receiver's re-

source, and it did not also implement any application-level or user-level QoS con-

trol mechanism. In the TACC server architecture, a cluster of workstations can 

serve tens of thousands Internet users datatype-specific distillation services, which 

is a kind of data filteling. However, handling of video streams was not referred in 

the TACC server architecture, but only handling of text data or still images was 

referred. The service proxy approach has been proposed to help mobile applica-

tions to be adapted to dynamically changing environments. In this approach, an 
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application is partitioned into two pieces, one for a mobile computer and血eother 

for a stationary computer, and tl1e mobile application is developed by composing 

objects tlrnt contain small functionalities. The object composition can be changed 

to adapt to the communication environmental changes. But it seems difficult to 

reconfigure the object composition in real-time. 

）
 

（
 

二
[
)
（
 

Figure 5.1: A realistic communication environment with heterogeneity. 
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5.3 CCSApp roach in Hetero0eneous Environments h 

Figure 5.1 shows a realistic communication environment with heterogeneity. The 

heterogeneities in terminal and network performance restJ・ain a video transnlission 

to multiple receivers. Foi" exatnple, in Fig. 5.1, when the sender delivers a stream 

to the multiple receivers #1-#3 whose QoS requirements are different, the stream 

QoS has to be set as tl1e lowest QoS requirement. Especially the QoS gap increases 

when a handheld terminal connected by wireless link such as the receiver #3 exists 

in the multicast group. 

Figure 5.2 shows CCS application into the heterogeneous env打onmentof Fig. 

5.1. CCS #1 is located in the intra-network of the receivers #1皿 d#2, and CCS 

#2 is located between the wired network and the wireless link to intermediate be-

tween the sender and the receiver #3. CCS #1 performs the aggregation of QoS 

requirements from the receivers #1 and #2, and negotiates with the sender. Also, 

receiving a media stream from the sender, CCS #1 transforms the media QoS ac-

cording to individual receiver's QoS requirement, and distributes the transfo1med 

media streams to the receivers. CCS #2 also performs QoS transformation ac-

cording to the receiver's QoS requirement. In addition, CCS #2 enha11ces error 

resiliency of the media stream. This en-or resiliency enhancement works effec-

tively when the receiver is connected by wireless link. Because wireless links can 
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Figure 5.2: CCS application into the heterogeneous environment. 

suffer from much higher BER up to 10-2 or more than wired networks [5]. 

5.3.1 Error Resiliency Enhancement Method with QoS Con-

sideration 

An error resiliency enhancement method utilizing channel and source coding tech-

niques is proposed with relation to QoS management, and Fig. 5.3 shows its mod-

ule structure on the CCS. 
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The enor resiliency enhancement method works as follows; tl1e CCS receives 

the QoS requirement from the client as well as collects the network and client 

terminal QoS information by resource monitming or message passing from tl1e 

client. The CCS enhances en-or resiliency of the video stream by utilizing channel 

and so血rcecoding techniques selectively. The channel coding techniques include 

FEC (Forw紅dError Correction) and ARQ (Automatic Repeat reQuest), while 

the source coding techniques include the RVLC (reversible variable length codes) 

QoS Requirements 

QoS Transforming 

(Video Transcoding) 

Noise Resilience by 

Channel Coding 

Techniques 

(FEC, ARQ etc.) 

Noise Resilience by 

Source Coding 

Techniques 

(H.263, MPEG-4 etc.) 

Resource Management 

Network or Terminal 

QoS Information 

Figure 5.3: Module structure on the CCS. 
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[6]. Since the eITor resiliency enhancement increases the redundm1cies of codes, 

available resource QoS of the network or the terminal also changes (generally de-

creases). The CCS then u・ansforms the video Qos・according to tl1e resource QoS 

and the QoS requirement from the client by the QoS mapping and a・anscoding 

techniques. 

We show an example of the error resiliency enhancement and QoS adjustment. 

Here, the case of 384.0 kb/s of wireless link between a receiver and a CCS (wlrich 

is supposed to be realized in IMT-2000) and M-JPEG for the video compression 

technique 1s assumed. 

When the BER is low, the FEC of coding rate 2/3 yields a data payload of 

256.0 kb/s. Figure 5.4 shows the relationship between the M-JPEG parmneters 

(video QoS), that is frame size, frame rate, and a quantization scale, and the band-

width value (network QoS) obtained by a QoS mapping technique. Figure 5.4 

tells that a frame size of 320 x 240, a frame rate of 5, and a quantization scale of 

90 can be substantiated as transcoding parameters for the payload (the point A in 

Fig. 5.4). 

When the BER becomes lligher, the coding rate ofFEC is decreased to 1/2 and 

the RVLC, which also decreases the coding rate by 10%, is used by the CCS. Ac-

cordingly the data payload decreases to 174.5 kb/s. As the result, the transcoding 
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pm・ameters have to be adjusted, and Fig. 5.4 tells that a frame size of 320 x 240, a 

frame rate of 5, and a qum16zation scale of 80 (the point Bin Fig. 5.4) or a frame 

size of 320 x 240, a frmne rate of 3, 皿da quantization scale of 90 (the point C in 

Fig. 5.4) can be substantiated. Which point is chosen between the points B and C 

depends the requirement from tl1e client. 

Era.me size =:320 X240 
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Figure 5.4: The relationship between the M-JPEG parameters and the bandwidth 

value. 
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5.4 Co1nbination of CCS and MARM 

Wlule the CCS approach is suitable for a configuration of transn廿ssionfrom a 

server to multiple receivers, the MARM framework is suitable for a configuration 

of transmission from multiple servers to a receiver, Combining the CCS approach 

and the MARM framework realizes a QoS management for a configuration of 

transmission from multiple servers to multiple receivers. 

In tl1e following, a scenario shows that the CCS is able to contribute to mul-

ticasting in a heterogeneous environment in conjunction with the MARM frame-

work. 

5.4.1 Testbed Configuration 

To evaluate the MARM framework and the CCS approach performance, we have 

built a laboratory testbed. The testbed network configuration is・illustrated in Fig. 

5.5, which comprises two video senders, two receivers, and a CCS. All machines 

except for the receiver #2 are desktop-type PC-AT machines (Windows NT), and 

the receiver #2 is a portable PC-AT machine (Windows NT). All machines紅e

connected over an ATM network. In the following, we focus on CPU resource 

management because limitation for the CPU resource is tighter than the one for 
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the network resource in our testbed. 

□「 ロ
Sender#l 

Sender #2 

Receiver#2 

Figure 5.5: The testbed network configuration. 

5.4.2 Application Agent Negotiations 

The first experiment shows the QoS management for multiple M-JPEG video 

streams by AA negotiations. In the expeliment, the receiver #1 receives multiple 

video streams from two senders, the sender #1 and #2. Each stream has five QoS 

candidates in Table 5.1 specified by the user. In Table 5.1, the CPU utilization rate 

and the bandwidth (throughput) for each specified QoS are for the receiver #1, and 

these values are calculated by the AA using the spline QoS mapping scheme [7]. 
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Although a non-realistic value such as 3812.8% of the CPU utilization rate can be 

calculated because of the spline extrapolation, QoS candidates with non-realistic 

values should be excluded as impractical. Also Table 5.2 shows tl1e CPU utiliza-

tion rate and the bandwidth (throughput) for each specified QoS for the receiver 

#2. All of QoS mapping values in Tables 5.1 and 5.2 are for the M-JPEG coding. 

Table 5.1: QoS c皿dictatesused in the experiment. CPU and Bandwidth are calcu-

lated for the c01Tesponding set of Frame size, Frame Rate, and Quantization scale 

for the receiver #1. 

Size 玲’泣ner吼e QUi'!l:'l.tization SC祉e CPU{%) B andwidth(b!l'l) 

QoS Ca:ttdid戒e./tl 640 x480 12 90 3812.8 32.555.9 

QoS candidate #2 320 x240 8 90 85.0 467.0 

QoS c祖,did戒e杞 320 x240 8 :50 78.0 169.:5 

QoS⑫ ndid戒e#4 32,0 X 2-40 3 50 50.0 64.8 

QoS candid咄e朽 160 X 12.0 3 :50 13.0 33.4 

Table 5.2: QoS c皿didatesused in the expedment. CPU and Bandwidth are calcu-

lated for the corresponding set of Frame size, Frame Rate, and Quantization scale 

for the receiver #2. 

s江e Frame rate Quan血叫OllSC祉e CPU(和） B祖tdl!Ji.dth(如）

QoS Cat'l.did咽e#l 640 x430 12 90 4186.4 69148.7 

QoS candid磁e粒 320 x240 8 90 :59.1 419.0 

Q OS cartdidate #3 320 x240 8 50 51.3 114.9 

QoS cartdid吼e#4 320 x2,40 3 :50 25.7 51.7 

QoS candid砥e茫i 160 X 12,0 3 :50 17.0 41.4 
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QoS candidate #1 is very high quality QoS, and Table 5.1 shows that it is im-

possible to be realized in the present testbed system. Since the number of streams 

ch皿gesaccording to time, the video QoS has to be conuolled by the AA negoti-

ations under the limitation of the receiver's CPU resource. 

The receiver#] operates two applications, APLl and APL2, and APL] re-

ceives video streams from the server #1, while APL2 receives video su・eams from 

the server #2. The application priority values for APLl and APL2 are 50 and 100, 

respectively. Figure 5.5 shows how the CPU resource on the receiver is allocated 

to the streams as the number of streams changes. Each time a stream increases 

or decreases, the QoS negotiation is carried out to determine a new resource al-

location according to the application and stream priorities. In Fig. 5.5, APLl 

deals with Stream 1 and Stream 2 and APL2 deals Stream 3 and Stream 4. The 

stream priority values for Stream ] , 2, 3, and 4 are 90, 50, 90, and 50, respectively. 

From this experimental result, it is found that QoS allocation has been fairly done 

according to the p1i01ity values. For exrunple, two video streams with different 

priority・values were transmitted from each sender, and AAs negotiated QoS for 

these four streams. Eventually, QoS #5 was allocated for Stream 1 and 2 and QoS 

#4 was allocated for Stream 3 and 4 by taking the application and stream primity 

values into consideration. 
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5.4.3 QoS Transformation by CCS 

The second experiment shows tl1e QoS u・ansformation by the CCS. In the expe1i-

ment, the sender#2 multicasts an MPEG-1 video st.J・eam (352 x 240 pixels and 30 

frames/s) to the receiver #1 and the receiver #2. It is assumed that there are enough 

terminal and network resources for the receiver #1 to process the MPEG-1 video 

stream. However, since the receiver #2 is equipped with only an M-JPEG de-

coder because of its lightweight processing, it cannot process directly the MPEG-

1 video stream. Hence the CCS intermediates between the sender and receiver, 

血 1Scodesthe video format, and transforms the video QoS. In our testbed, the 

CCS is equipped with an MPEG decoding board and an M-JPEG encoding board 

for real-time implementation of the trru1Scoding module. Consequently the CCS 

transcodes the MPEG-1 stream into an M-JPEG video stream (320 x 240 pixels, 

8frames/s, quantization scale 90), and sends the M-JPEG sn・eam to the receiver #2. 

The QoS values can be determined by the QoS mapping results in Table 5.2. The 

receiver #2 can receive the M-JPEG stream with desirable QoS without distubing 

the MPEG-1 stream receiving of the receiver #1. 

When the MPEG-1 stream QoS cannot be kept because of unexpected system 

disturbance such as the network congestion or the user's QoS request changes, 

the CCS recalculate a viable QoS parameters for the new situation. For example, 
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when 60% of additional CPU utilization is loaded to tl1e receiver #2, the QoS 

candidate #2 cannot be kept yet. Then the QoS candidate #3 is selected by the 

CCS and a new M-JPEG stJ・eam with the new QoS parameters will be sent to 

the receiver #2 without changing the QoS parmneters for MPEG-1 stJ・eam for the 

receiver #1. 

5.5 CCS Application to the Networked Home 

As a typical application example of CCS and the proposed QoS transformation 

mechanism, we now discuss networks for the home. Thanks to the advent of 

the IEEE 1394, IEEE 802.11, and Bluetooth standards, various digital electronic 

devices including TV and stereo systems and PCs紅eexpected to be connected in 

the ordinary home in the future. Also, the existing phone lines or power lines may 

become the infrastructure of the home network. A home equipped with a home 

network that connects the electronic devices and PCs is called the networked home 

[8]. In addition, the networked home will be connected to the Internet, and a so-

called home server will provide the access interface for the Internet. 

The networked home will be a representative example of a heterogeneous 

con11Tiunication environment, since the media processing performances of elec-
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tronic devices and PCs will v田yindividually. Moreover, the network performance 

varies according to tl1e technology used, that is, some devices connected by a 

rather fast network such as IEEE-1394, some are connected by a wireless link like 

Bluetooth, and others use a slow power line infrastructure. In such a heteroge-

neous networked home environment, it is desirable for tl1e home server to provide 

the QoS transformation mechanism. 

Figure 5.6 is an exm11ple of CCS application to a networked home, where the 

CCS plays the role of the home server. The home network is connected to the 

Internet by a Cable TV network that has the throughput of about 30-40 Mbps for 

the downlink. In the networked home, a desktop PC is. connected by Ethernet 

Figure 5.6: An example of CCS application to a networked home. 
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performing at about 4-5 Mbps, and a portable PC is connected by a wireless LAN 

(the IEEE 802.11) performing at about 1 -2 Mbps. The laboratory testbed we 

developed aims at this example of tl1e networked home. 

5.6 Conclusion 

In this chapter, some aspects of application of the CCS approach to more real-

istic environments were described. The discussion iI1cluded an e1Tor resiliency 

scheme, combination of the CCS approach and tl1e MARM frainework, and CCS 

application to the networked home. Accordingly the CCS is useful to mitigate 

the complex QoS negotiation in the MARM framework, and facilitates multicast-

ing of media streams in heterogeneous environments. One of the most promising 

application domains of the CCS is a home serve in the networked home. Also, 

the CCS can be applied to as the edge server in CDN (Content Destribution or 

Delivery Network) [9]. 
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Chapter 6 

Multimedia Communication 

Coordination 

6.1 Introduction 

Controlling QoS in heterogeneous communication environments needs a consid-

eration of policies that rule QoS agreement among the end-users who use a dis-

tributed multimedia service. Although there紅eseveral studies about manage-

ment of the QoS policies [l], they were targeting QoS management only at the 

network layer (e.g. [2]). Since concept of QoS need to be extended up to the 

user layer because quality should be ultimately judged by the end-users, the QoS 
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policy management should be extended into a multi-layer architecture. Fukuda et 

al. [3] proposed a method to decide required bandwidths, which is one of network 

QoS para111eters, in consideration of tl1e relationship of application-layer QoS pa-

rameters and user's preference on video quality, where the user's preference was 

evaluated by subjective tests. There was a QoS consideration through multi-layers 

for a video ti・ansmission service, but the video transmission was limited between 

a server and a client. 

Assuming a best-effort network with no reservation mechamsm as the infras-

tructure, this chapter deals with a multimedia se1'Vice based on a layered QoS 

model among multi-users, where the QoS policy agreement among the multi-

layers is considered. In the user layer, some agreement among the users is brought 

out considering outputs from the lower layers. The agreement goes down to the 

user and application layers below. In the application layer, the application-layer 

parameters are translated into the resource requirements. In the system layer, if 

there is a resource conflict, it is solved according to a QoS policy and the solution 

is fed back to the upper layers up to the meta-user layer. This multi-layered multi-

media service mechanism is called multimedia communication coordination. As 

an application of the multimedia communication coordination, a chat system with 

video transmission is developed. In this application, similarity of respective users' 
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interests is a policy in the meta-user layer, and resource constJ・aints are the QoS 

policies to solve tl1e QoS conflicts among video streams in the system layer. 

The concept that supports this line of research is realization of adaptive multi-

media communication coordination, that is to provide networked multimedia ser-

vice adaptively according to variety of communication systems and fluctuation of 

connnunication systems to satisfy user's requirements. The multimedia communi-

cation coordination consists of system-oriented and user-oriented connnunication 

coordinations shown in Fig. 6.1. Namely, collaboration of the system and the user 

is expected to creat a new paradigm of multimedia service. 

s,.l,111 "''"""'d Com.,..,icaSon伍呻叫,on u.,,-,.iont.d Commuol口汰IonCoordinotlon 

Figure 6. 1: Communication coordination by system and user collaboration. 

与
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6.2 Model 

The video chat system tl1at we are developing is based on由egeneric Layered 

Adaptive QoS (LAQoS) model that we proposed. The LAQoS model is composed 

of tl1e following elements (Fig. 6.2). 

Mechai:lism 

Figure 6.2: Elements in the LAQoS model. 

• Entity 

An Entity is a unit which performs a layer-specific function. Entity consists 

of a Policy and a Mechanism, receives Inputs, and brings out an Output. 

• Mechanism 

A Mechanism subsumes Entities of the lower layer and is created by an 

interaction of them. 

• Policy 
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A Policy is a evaluation function for the interaction of the subsumed Enti-

ties. 

• Input 

An Input consists of Outputs from other Entities in the same layer皿dcon-

straints from the upper layer. 

• Output 

When a Mechanism is driven by an Input, an Output from the Entity is 

sent out as a collection of outputs of Entities subsumed in the Mechanism. 

The output of each Entity subsumed is, for example, a constrained resource 

value in the system layer. 

Figure 6.3 shows the layered model of the video chat system that we are de-

veloping. This model is a specification of the generic LAQoS model. In the 

meta-user layer, the p紅ticipatingusers use a chat module to communicate. A chat 

server observes the conversation and finds out the users'relationship as similarity 

of interests by a distance measurement of key word vectors for users'utterance 

[4]. The distance measurement plays a role of policy in this layer. In the user 

layer, it is assumed that a user uses the specified video chat application solely and 

no conflict among applications occurs, so that the Entity is identified with that in 
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the application layer. In tl1e application layer, ai1 application subsumes multiple 

resources to be consumed. Although a policy is needed to regulate the multiple 

resources when there is any interaction among them, no policy is implemented 

in the actual video chat system at present because there is little need of control-

ling between the CPU and network resources. In the system layer, there are two 

kinds of Entities for the CPU and network resources. The mechanism of CPU 

Entity is simple. It is regulated to stay witl1in tl1e available upper limit because it 

is assumed that an application occupies the CPU resource in an end-system. On 

the other hand, the mechanism of network resource Entity is more complicated 

because the network resource has to be sh紅edamong plural applications in the 

best-effort network that we assumed. To this end, a priority parameter is intr・o-

duced to differentiate the users (end-systems) priority. The policy in the network 

resource Entity performs bandwidth allocation based on the priority parameter. 

6.3 Implementation 

Based on the LAQoS model, we are developing a chat system with video trans-

mission on a laboratory network. The overall basic design of the chat system is 

shown in Fig. 6.4. Figure 6.5 also presents a brief logical architecture of the sys-
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Figure 6.3: Layered model of the video chat system that we developed based on 

the LAQoS model. 

tern including n client end-systems, a video mediation server, and a chat server. 

Chat text data are distributed via the chat server, which analyzes the data and finds 

relationships among the users based on the policy in the meta-user layer. Video 

data of respective user faces are intermediated by the video mediation se1-ver to 

be transnutted to the appropliate companions with adjusted QoS. Before this, net-

work resource allocation is carried out based on the policy in the system layer by 
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the QoS adjusting module in this server. 
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Figure 6.4: Overall basic design of the video chat system. 

Olieot 1 

Oh式 MM匂 1,l如 m,ぷはion

Figure 6.5: Logical architecture of the video chat system. 

Figure 6.6 presents an ai-chitecture of chat communications. Chat communica-

tions consist of the chat client control module and the chat server control module. 

The chat client control module sends the text data input by a user to the chat 
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server ai1d presents the text data from other users sent by由echat server. The chat 

servei-control module mai1ages connect1011 establishment and release with the chat 

clients and distributes the text data from a user to otl1er users. Also, tl1e chat server 

control module has an inte1face with the similmity computation module. 

Figure 6.7 presents an architecture of video communications. The video cap-

ture and send module captures a video stream from a video capture card equipped 

at a client temunal皿 dsends it to tl1e video server. The frame size, frame r紅e,

and etc. are controlled by the QoS adjustJ11ent module. and the chat server control 

module. 

↓ ↑ 

Figure 6.6: 心chitectureof chat communications. 
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Figure 6.7: Architecture of video c01rununications. 

6.4 Conclusion 

A QoS mechanism which meets a QoS policy agreement from the most-top meta-

user layer to tl1e lowest system resource layer has been proposed. Based on it, we 

are developing a video chat system that is expected to provide more user-centric 

multimedia services. This chapter presented the overall design of the video chat 

system. 



Bibliography 

[l] L. Lewis, "Implementing policy in enterp1ise networks," IEEE Commun. 

Mag., vol.34, 110:1, pp.50-55, Jan. 1996. 

[2] Z. Dziong and L.G. Mason, "Fair-efficient call admission control policies 

for broadband networks -a game theoretic framework," IEEE/ ACM Trans. 

Networking, vol.4, no.1, pp.123-136, Feb. 1996. 

[3] K. Fukuda, N. Wakamiya, M. Murata, and H. Miyahara, "QoS mapping be-

tween user's preference and bandwidth control for video transport," Proc. 

Fifth IFIP International Workshop on Quality of Service (IWQoS 97), 

pp.291-302, May 1997. 

[ 4] N. Kurabayashi, T. Yamazaki, K. Hasuike, and T. Yuasa, "ZINGER: con-

versation support based on interest similarity," Proc. ICME2001 (2001 

137 



BIBLIOGRAPHY 138 

IEEE International Conference on Multimedia and Expo), pp.557-560, 

Aug. 2001. 



Cl1apter 7 

Conclusions 

In this report, controlling quality of image media transmitted in heterogeneous 

c01nnmnication environments has been studied. Since the degree of quality (or 

QoS) should be judged by the end-user, deployment of QoS control from the end-

user's viewpoiI1t has been discussed, 皿da layered QoS model from the User QoS 

level to the Resource QoS level was proposed. On the assumption that the infras-

tructure networks are best-effort, a networking architecture with a proxy server 

and a QoS adjustment scheme were proposed for video transmission applications. 

An adaptive QoS management framework based on the multi-agent system was 

proposed, too. Applications of the proxy server and multi-agent approaches to 

realistic communication environments were discussed. 
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In Chapter2, a generic multi-level QoS model was presented for distributed 

multimedia applications, and studies of QoS mapping from one level to other 

level were reviewed. Then a realistic QoS mapping mechanism composed of QoS 

mapping methods was presented. One method maps the highest user level QoS 

into lower level QoS by user-specific profile data, and the other method pe1forms 

mapping among lower level QoS parameters than the user level by spline func-

tions. The second spline QoS mapping method, which is a novel idea, is adaptive 

to both of user requirements ai1d changeable environment. The mapping results 

by the natural spline and the B-spline QoS mapping functions were compared us-

ing the actual measured data of video QoS. It was found that the B-spline QoS 

mapping functions showed better results once the knots for spline function were 

selected appropriately. The further research issues include the way of dete1mi-

nation for appropriate positioning of the knots in B-spline functions, and an auto-

matic acquisition of the user-specific profile data. Also, relevance of QoS between 

the application and user levels was discussed by showing valuable subjective test 

results for QoS evaluation. 

In Chapter3, a QoS management architecture was presented for distr・ibuted 

multimedia applications in heterogeneous communication env打onments.fa the 

proposed architecture, a proxy server called CCS intermediates between a video 
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sender and a receiver or a group of receivers and manages the QoS adjustment. 

The CCS monitors tl1e currently available resources and receives the QoS and re-

source iI1fonnation from tl1e receiver(s). Based on these information, the CCS 

calculates a feasible QoS for each receiver to utilize the system resources effi-

ciently. Then the CCS carries out the transcoding to transform the video QoS to 

satisfy the receivers'reqmrements. 

Prototype systems of the CCS were implemented in a laborat01-y testbed. In 

the prototype systems, the transcoding mechanisms between MPEG and M-JPEG 

codings were implemented in hardware or software. With the prototype system, 

it is verified that the CCS can resolve the network and ternlinal heterogeneities 

between the sender and receiver sides by the transcoding and tl1e QoS adjustment 

mechanism. As further research, scalability of the CCS紅chitecture,that is how 

many receivers the CCS can deal with in which conditions, must be studied. 

In Chapter4, for communication-intensive applications using disti・ibuted mul-

timedia, we proposed an agent-based adaptive QoS management framework. The 

adaptability is targeted at various users'QoS requirements and resource fluctua-

tions. The adaptive QoS management task was accomplished by direct and in-

direct agents'collaboration. The most rem紅kableand ch紅acteristicpoint is the 

mutually supplemental cooperation of AAs and SAs. Namely, in our approach, 
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the AAs work in the flow establishment phase for the global and long-term QoS 

adaptation, while the SAs work in the QoS maintenance phase for the local and 

sho1t-te皿 QoSadjustment. 

As an example of the proposed framework-based multimedia application, we 

developed a one-way video systems called MARM-Videol. The MARM-Videol 

accepts abstract QoS requirements with utility from users, 皿 dmanages media 

stream QoS to maximize the total user utility under resource constraints. We have 

evaluated the pe1formance of MARM-Videol through experiments of computer 

simulation, and it is verified that the proposed QoS negotiation and adjustment 

mechanisms work appropriately. We have implemented MARM-Videol without 

SAs in a laboratory testbed. This prototype system works practically on actual 

computers connected by an ATM or Ethernet network. We are planning to extend 

the prototype system to implement SAs. An extension to multiple media process-

ing, for example, video, audio, and their relationship, is one of further research 

ISsues. 

In Chapter5, some aspects of application of tl1e CCS approach and the MARM 

framework to more reahst1c envuonments were described. The discussion in-

eluded an error resiliency scheme, combination of the CCS approach and the 

MARM framework, and CCS application to the networked home. Accordingly the 
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CCS is useful to mitigate the complex QoS negotiation in the MARM framework, 

and facilitates multicasting of media streams in heterogeneous environments. One 

of the most prmnising application domains of the CCS is a home serve in tl1e 

networked home. The future reseai疇chand development should deal with imple-

mentations of the proposed approaches in a real heterogeneous con11nunication 

env打onment.

In Chapter 6, a conceptual idea of multimedia communication coordination, 

which consists of system-oriented and user-oriented coordinations, was intro-

duced. A layered QoS model was proposed to meet a QoS policy agreement. 

Then a chat system with video transmission was planned based on the layered 

QoS model. The implemetation is not completed and proceeding yet. 

In addition to the above-mentioned further studies for respective proposed ap-

proaches, there are three generic future research issues. The first issue is how 

to decide QoS policies to keep QoS fairness, that is to aiTange a QoS allocation 

among the users concerned not to make any partiality. This issue is related with 

costs of QoS in multimedia communications. The second issue is how to construct 

or update the user-specific profile database introduced in Chapter 2. This issue is 

quite difficult because it requires the analysis of human thin血 gand feeling pat-

terns. Learning mechanisms such as an inforcement learning may be useful to 
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solve the issue. The final issue is how to apply the proposed approaches to actual 

situations. Although some aspects of application of the proposed approaches to 

realistic environments were discussed, there are several points to be considered: 

scalablity of the te1minal number that the CCS cru1 take care of, applicability of 

the CCS to various standards such as the IEEE 1394 and Bluetooth, relaxation of 

the best-effort assumption to cooperate with other QoS mechanisms, and so on. 

Year after ye紅， bandwidthsof networks broaden and peif ormance of end-

system advances. Therefore, existent media processing technologies will progress, 

and new multimedia set-vices will appear. Hereupon, it will be important to de-

velop the technologies and services from the viewpoint of the end-user, since the 

quality of multimedia services should be judged by the end-user. Moreover, per-

sonalization of service, that is service provision according to each user's require-

ments, will open the door of a new "multimedia network society" era. It is greatly 

desirable that this report will contribute to the evolution of the new era as well as 

the improvement of quality fo people's life. 
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