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Summary

Motivated by coordinating multimedia communication service from the end-
user’s viewpoint in heterogeneous co;mnunicaﬁon environments and with various
individual requirements, this report proposes a networking al'qhitectul‘e and a QoS
(Quality-of-Service) management framework. Upon the whole, one main char-
acteristic of the proposed methods is to control QoS at the application level in
connection with the upper and lower levels, assuming best-effort type infrastruc-
tures.

Chapter 1 describes the backgrounds, motivation, objectives and abstract of
this report. In Chapter 2, the notion of QoS considered through this report is de-
fined, and based on it, a layered QoS model is shown. In order to link different
QoS levels, QoS mapping plays an important role by translating QoS parameters
between different QoS levels. A QoS mapping method using Spline functions
is proposed. Relevance of QoS between application and user levels is also dis-
cussed. Chapter 3 proposes a networking architecture for heterogeneous commu-
nication environments, where a proxy server located between sender and receiver
sites transforms media QoS according to available computational and network re-
sources and user’s requirements. A prototype of the proxy server is developed

for video image transmission applications. In Chapter 4, an adaptive QoS man-
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agement framework for distributed media is proposed based on the multi-agent
system. One feature of this framework is its 2-tier QoS management. Namely the
long-term QoS adaptation is executed in one tier, while the short-term QoS ad-
justment is executed in the other tier. A one-way video system is developed based
on the proposed framework. Chapter 5 presents applications of the proxy server
architecture and the multi-agent-based framework to realistic environments. An
error resiliency scheme using both channel and source coding techniques is pro-
posed in consideration of QoS management. Then, a QoS management archi-
tecture combining the proxy server architecture and the multi-agent-based fréme—
work is discussed. Also, an application of the proxy server to home networks is
described. Chapter 6 presents an idea of multimedia communication coordination
that meets a QoS policy agreement based on a layered QoS model. The multi-
media communication coordination consists of system-oriented and user-oriented
coordinations. As a typical application, a chat system with video transmission is

introduced. Chapter 7 concludes this report and describes the future problems.
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Chapter 1

Introduction

1.1 Backgrounds and Motivation

Along with growth of the Internet and development of digital téchnolo gies, digital
media have come to surround us. Eventually rapid and facile delivery of digital
information are changing our life style. Text and still image data occupy the dig-
ital information on networks, however, audio data including voice and music are
increasing and followed by video data.

Considering from the viewpoint of service, service requirements differ among
various media or applications that deal with the media. The notion of QoS (Qual-

ity of Service) was introduced to satisfy the service requirements, to differentiate
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CoS (classes of service), or to manage the service quality. Although QoS is one
of hot topics for delivery of various digital information through the Internet, QoS
has different meanings depending on the people who use it [1].

First and foremost, the history of QoS is looked back briefly. The concept
of QoS originally came from the speciﬁcation of the networking service levels.
For example, the Open Systems Interconnection (OSI) Reference Model has a
number of QoS parameters describing the speed and reliability of transmission,
such as throughput, transit delay, error rate, and connection establishment fail-
ure probability [2]. Also, according to ISO (International Standard Organization)
standards, QoS was provided by the network level of the communication system
[3]. Indeed three major QQS mechanisms are proposed to differentiate QoS at
the network level: IntServ (Integrated Services) [4], DiffServ (Dvifferentiated Ser-
vices) [5], and MPLS (Multiprotocol Label Switching) [6], [7]. Although QoS is |
regarded as equivalent to differentiating traffic CoS at times, it has a broad and
ambiguous cé11notation [1]. One extension of QoS is to include both the network
and end-system domains.

To date, several QoS architectures covering both network and end-system do-
mrains have been proposed [8]-[11]. Typical two of them are introduced briefly:

one is the OMEGA architecture [9] , the other is the QoS-A (Quality-of-Service
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Architecture) [11]. The OMEGA, developed at the University of Pennsylvania,
provided a combinative QoS architecture of a transport subsystem and an applica-
tion subsystem. In the transport subsystem, bounds on delay were provided and
bandwidth demands were met. In the application subsystem, application QoS re-
quirements were guaranteed by a real-time mechanism. These subsystems were
combined by the QoS broker model. The QoS-A also provided a layered architec-
ture of services and mechanisms for QoS management and control of continuous
media flows in multiservice networks.

None the less, since quality should be ultimately judged by the end-users [12],
it is important to take personalization of service into consideration, that is service
provision according to each user’s requirements. To realize the personalization of
service, extension of QoS is indispensable because the digital information aims to
be perceived and used by end-users, and most of the applications are designed to
attain this purpose. Indeed several layered QoS models with extension of the end-
user level were proposed [3], [13]-[15]. In particular, Fukuda et al. [16] proposed
a method to decide required bandwidths, which is one of network QoS parame-
ters, in consideratioﬁ of the relationship of application-level QoS parameters and
user’s preference on video quality, where the user’s preference was evaluated by

subjective tests.
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In addition, heterogeneity of communication environments is a considerable
point to realize the personalization of service. Hereupon the heterogeneity of com-
munication environments means that, for example, wireless networks generally
have less bandwidth and higher error rates than wired networks. Moreover, end-
system performance differs from each other; for example, handheld computers
have some limitations with CPU power, memory, window size, video/audio hard-
ware equipments, and battery capacity compared to desktop computers. Further-
.more, the available system resources are changeable because of various causes,
e.g. the throughput of the best-effort network decreases as network traffic in-
creases, the error rate of wireless links fluctuate according to the electromagnetic
wave propagation environment, and available CPU performance is reduced when
other applications are in operation. However, the preceding QoS architectures
covering both network and end-system domains can support very limited or no
adaptive mechanisms to the changing communication environments. If any, their
adaptation to the dynamical changes is based on the end—to—end (re)negotiation
protocols or specific filtering schemes. For example, in the OMEGA architec-
ture only one QoS parameter was permitted to change in renegotiation during the
transmission phase for real-time implementation.

To realize the provision and management of personalized QoS, QoS must be
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related with the user requirements and judgements, and adaptive mechanisms for
variation and dynamic changes in the system performance are indispensable for

QoS management; these are motivations of this research.

1.2 Objectives and Abstract

The main purpose of this report is to propose a networking architecture and a
QoS management framework for QoS-aware transmission of video images. This
report will focus on QoS management for video media sinée video media would
be a critical component in future distributed multimedia applications. The QoS-
aware video transmission means to adjust QoS of video streams according to the
“end-user’s requirements and the changing communication environments. A best-
effort network without any QoS mechanism like IntServ, DiffServ, or MPLS, is as-
sumed as the infrastructure for this research, because such QoS mechanisms have
not been spread out on the current Internet enough widely yet. Therefore, the pro-
posed mechanisms and methods are deployed at the application level in connec-
tion with the lower level. In contrast, the preceding studies assumed some QoS-
guaranteed network like ATM (Asynchronous Transfer Mode) networks. Also

any real-time scheduling mechanism such as a real-time OS used in [17] is not
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assumed for the end-syétems in this report.

In short, one feature of this research is to manage QoS at the application level
in connection with the upper and lower levels.

In Chapter 2, a layered QoS model is described and a QoS mapping method
using spline functions is proposed. This spline-based QoS mapping method is
used for QoS management mechanisms described in Chapters 3 and 4.

In Chapter 3, a QoS adjustment scheme is proposed for real-time video trans-
mission applications for a group of heterogeneous receivers. The proposed scheme
manages multiple users who have different communication environments and dif-
ferent requirements for multimedia services, considers the user’s respective com-
munication environments and calculates a feasible QoS for each user to utilize the
system resources like CPU powers or network bandwidths efﬁcieﬁtly. It works at
the application level for the best-effort type system so that no special network pro-
tocol such as the RTP (Real-time Transport Protocol) nor special coding method
such as the scalable coding is needed. The proposed scheme is deployed in a proxy
server, which intermediates between a video server and a group of receivers. A
prototype of the proxy server is implemented, and it is assumed to become a QoS
server in a Local Area Network, a home network [18], or a community network.

In Chapter 4, an adaptive QoS management framework for distributed media
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called MARM (Multi-Agent Resource Management) is proposed on the basis of
the multi-agent system. In the MARM framework, the agents directly or indi-
rectly collaborate to adaptively manage the media QoS aécording to the available
network and terminal resources as well as the user requirements. The particu-
lar point of the framework is that it provides 2-tier QoS management. Namely
the global and long-term QoS adaptation is executed in one tier, while the local
- and short-term QoS adjustment is executed in the other tier. A one-way video
system 1s developéd on the basis of the proposed framework as an example of
communication-intensive applications.

‘Chapter 5 presents applications of the CCS (Communication Coordination
Server), a proxy server, and the MARM framework to realistic environments.
For a wireless environment, an error resiliency scheme is proposed by utilizing
both channel and source coding techniques. The error resiliency scheme is sup-
posed to function on the CCS. A QoS management architecture combining the
CCS approach and the MARM framework is discussed, where the CCS is use-
ful to mitigate the complex QoS negotiation in the MARM framework. Also an
application of the CCS to home networks is considered.

Chapter 6 presents a QoS mechanism of multimedia communication coordi-

nation that meets a QoS policy agreement based on a layered QoS model. As a
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typical application, a chat system with video transmission is being developed. The
basic design and implementation of the chat system are described.

Chapter 7 concludes this report.
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Chapter 2

Layered QoS Model and QoS

Mapping

2.1 Introduction

As Chapter 1 mentioned, there are different perspectives on QoS and the notion
of QoS is sometimes elusive, confounding, and confusing [1], [2]. Ultimately
the degree of QoS (or quality) should be judged by the end-user as the degree
of agreement with “what it is to be” [3]. This is the notion of QoS considered
through this report, so that the QoS viewed by the end-user is located at the top-

level. On the other hand, the expression of QoS is different from level to level.

13
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For example, it is defined by application-level parameters at application level and
by network-level parameters at network level. In addition, end-users do not want
to specify QoS for the system resources explicitly [4]. Accordingly a layered QoS
model should be introduced.

In this chapter, a generic model for multi-level QoS in distributed multimedia
applications is described. Then studies on QoS mapping methods, which trans-
late the QoS expressions from level to level, are reviewed. A novel QoS mapping
mechanism is proposed for the multi-level QoS model. The proposed QoS map-
ping mechanism includes a QoS mapping method using user-specific profile data
and a mapping method using spline functions. In addition, relevance of QoS be-
tween application and user levels is discussed based on subjective test for video

QoS evaluation.

2.2  Multi-level QoS Model

Figure 2.1 shows a multi-level QoS model for distributed multimedia applications.
At the user level, QoS is defined as the User QoS, which is sometimes expressed
abstractly. At the application level, the Application QoS is specified for each me-

dia stream by the application-level parameters, e.g. the frame rate, frame size,
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quantization scale (if quantization is executed as a video compression coding), for
video media. The Terminal QoS is defined by the parameters that operating sys-
tems deal with, such as a program thread scheduling period and a task process.ing
time. The Terminal QoS is sometimes omitted and identified with the Términal
Resource QoS when the operating system is equipped with no processing mech-
anism to deal with these Terminal QoS parameters. The Network QoS is also
defined on the terminal. The Network QoS is the QoS required by the network for
each media stream and is defined by network-level parameters such as through-
put, delay, jitter, and loss rate. The Resource QoS is defined as the resources to
be allocated for the media stream and is separated into the Terminal Resource |
QoS and the Network Resource QoS. The Terminal Resource QoS includes CPU
utilization and memory size, and the Network Resource QoS includes bandwidth
and node buffer size. We assume that only the highest User QoS can be expressed

abstractly and all of the lower QoS than the User QoS are specified by one or more

QoS parameter(s).
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2.3 QoS Mapping Mechanism

Previous studies on QoS mapping are reviewed firstly. Then a QoS mapping
mechanism is proposed for the generic multi-level QoS model. The mechanism

includes two mapping methods, a user profile QoS mapping and a spline QoS

g User

i User fequirements

mapping.

User Qo8,

]

Application QoS

=

Network QoS ~ Terminal QoS

Resource QoS
.._‘.__Z_'»_;_[._'_-___..__.
: Network. | Terminal |
L Resource | Resource log—
1 QoS | QoS

Figure 2.1: A multi-level QoS model.
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2.3.1 Related Work

“Conventional QoS mapping methods are categorized into two classes. One is
a table-based mapping class [5] and another is a function-based mapping class
[6]-[8]. The table-based QoS mapping method prepares QoS mapping tables of
sample data in advance, and if there is a set of input QoS parameters, it returns
the output QoS parameters by looking up the tables. This type of QoS mapping
method is not adaptive to various user’s requirements. Because it cannot give any
answer when it has no corresponding entry to the input QoS parameters in the
tables. On the other hand, the function-based QoS mapping method uses mathe-
matical functions for mapping and can give an answer for any QoS requirement
from the user by computing the QoS mapping functions. However, the specifica-
tion of functions is entrusted to the system designer and it is questionable how to

reasonably select the functions according to a dynamically changing environment.

2.3.2  User Profile QoS Mapping

When a user has little knowledge on how to set the application-level QoS, the user
should provide abstract QoS requests for media streams. For example, the user
may utter “I want to view a video with middle-size, fast rate, and fair quality.”

Moreover such an abstract expression is based on the user’s subjective, and map-
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ping the abstract expression into specific QoS parameters depends on the user’s
preference and/or habitual behavior. We propose a QoS mapping method using
user-specific profile data reflecting the user’s preference and habitual behavior.

Table 2.1 shows an example of the user-specific profile data for video me-
dia. The mapped Application QoS has three parameters, the size, frame rate, and
quantization scale. For the User QoS, they are specified abstractly by the user,
for example, small, middle, or large for the size parameter. The abstract QoS
expression is mapped into a specific value and a range, where the speciﬁc value
presents an average and the range presents a granted width, These two values are
necessary, because abstract expressions inevitably involve ambiguity.

Table 2.1: An example of user-specific profile data for video media.

Size small Middle Large
Specific value | 160 x 120320 x 240640 = 4804
Range +/-10% | +/-10% | +/-10%
Frame rate Slow Middle Fast
Specificvalue| 3 ) 12
Range +7/-2 +i-2 +/-2
Cuality L ooy Middle High
Specific value 50 70 Qi
Fange +/-10 +7/-10 +/-10
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2.3.3 Spline QoS Mapping

Once the abstract User QoS is mapped into specific QoS parameters, the next task
is QoS mapping among different level QoS parameters. To this end, there are
two conventional mapping methods, the table-based and function-based methods,
as described in Sect. 2.3.1. However, the former is not adaptive to various user
requirements and the latter is not adaptive to a dynamically changeable environ-
ment. Therefore we propose a QoS mapping method using spline functions, which
is considered as a hybrid method of two conventional methods and is adaptive to
both of user requirements and changeable environment.

gos; denotes a QoS parameter vector at the [-th level. We deél with a QoS
mapping from gos; to gos41). gqos; has m QoS parameters and gos41) hasn
QoS  parameters, that is qbsl = {@n,q0,..-,qm} and
qosq+1) = {9a+1)1,%0+1)2 - - - > Q41)n)- It is assumed that the application has

k samples (gos;), gos(,4)) (i =1,..., k), where

(q05?7 q0521+1)) = ({QZib Ty - - - 7QIim}9 {Qé1+1)1> sz+1)2a e ;Qéz+1)n})~ (2.1)

S; is the spline mapping function that translates gos; to g;11); ( = 1,...,7n) and
the sample data points are identified as the knots in spline functions. Given the

“sample data, interpolation conditions, and end conditions, simultaneous equations
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for the unknown parameters of S; are led. By solving the simultaneous equations,
S; is determinately specified and any user requirement at the [-th level can be
calculated by S;. Figure 2.2 depicts relationship among the sample data and 5
for the simplest case, m = 1. Details on the spliﬁe functions can be found, for
example, in [9].

When an environmental change occurs, the expected mapped QoS parameter

value may differ from a monitored value. In such a case, the sample datum is

The {F+1)-th lsirel
. Qod pammatgr

ST | FE R o
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: Dy gk

The Eth lewel Qo8 paramneter”

Figure 2.2: A spline function S; and its sample data points for the simplest case.
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replaced by the monitored value and the related spline functions are recomputed

to adapt to the new environment.

2.4 Experimental Results

As a typical example of the multimedia application, we consider a video-conferencing
system and a QoS mapping for video streams, because resources are usually con-
sumed much more for them than for audio streams and dealing with video QoS
is considered more carefully than audio QoS. An object in these experiments is
QoS mapping from the Application QoS into the Network or Terminal Resource
QoS, where the Terminal QoS is identified with the Terminal Resource QoS be-
cause the experimental system was equipped with no QoS control mechanism for

system resources.

2.4.1 QoS Measurement

To clarify relationship between different level QoS, we conducted QoS measure-
ment for video media using the adaptive multimedia application systems devel-
oped in our laboratories [10]. The QoS measurement system is shown in Fig. 2.3.

A sender and a receiver are connected through an ATM connection. A user spec-
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iﬁes the Application QoS for video on the receiver terminal and the Application
QoS are transmitted to the sender terminal. On the sender terminal, a video sig-
nal captured by CCD camefa 1s encoded by the Motion JPEG (Joint Photographic
Experts Group) (M-JPEG) with the specified Application QoS and sent to the
receiver. The receiver decodes the encoded data and the Network and Terminal
Resource QoS are measured.

The Application QoS are defined by the M-JPEG coding parameters: the
frame size, frame rate, and quantization scale. The frame size corresponds to
the number of pixels in one frame. The frame rate corresponds to the number of
frames to be presented per second, and it takes integer Val.ues. The quantization
scale is related with the quantization step width used in JPEG, and it takes integer

values between 1 and 100. The smaller the quantization scale, the smaller the en-

Receiver Sender
] (1) Specify an application QoS

ATM connection

4 (2) Transmit the video data encoded
: with the specified application QoS

(3) Measure resource QoS consumed
by data transmission and decoding

Figure 2.3: A QoS measurement system.
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coded video data size, but too small quantization scale values may make the user’s
evaluation low because of blurs or color defects of images. The Network QoS is
defined as the bandwidth needed for transmission of an encoded video stream, and
the Terminal Resource QoS is defined as the CPU utilization needed for decoding

the video data.

2.4.2 Natural Spline QoS Mapping Results

Figure 2.4 shows a spline QoS mapping result from the frame rate and quanti-
zation scale into the Network QoS for the frame size 320 x 240. 25 measured
points, all possible combinations of the frame rate {1,2,3,4,5} and the quanti-
zation scale {5, 25,50, 75,95}. The mapping is very smboth and gives a result
for any user requirement, or any combination of the frame rate and quantization
scale. We evaluated the accuracy of the spline QoS mapping by the inconsistent

rate ICR defined by

% 100, (2.2)

i"Sil

1 m
1CR= Y | -
where N is the number of evaluation points, m; is a measured (monitored) QoS,
and s; is the corresponding computed value by the spline function. For Fig. 2.4,
70 evaluation points, all possible combinations of the frame rate {1,2,3,4,5}

and the quantization scale {10, 15, 20, 30, 35, 40, 45, 55, 60, 65, 70, 80, 85, 90}, are
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selected and 7C R was 12.05%. Although this value seems to be quite large, all of
the inconsistencies of larger than 10% came from the quantization scale of larger
than 55, where the Network QoS changes largely. It is expected that /C' R lessens
by an adequate selection of the sample data points, for example, a dense selection

in the part of the large quantization scale and a sparse selection in the other part.

1200
1000

80

Band «!dthikbgs)

-

8y 5

4+

3 Frsme Rate
(fratncals}

Quantzaron Scale

Figure 2.4: A spline QoS mapping result for the frame size 320 x 240.
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2.4.3 B-spline QoS Mapping Results

We constructed the spline QoS mapping functions using the B-splines based on the
above-mentioned measured data, and then compared mapping accuracy between
the natural spline and the B-spline QoS mapping results. Figs. 2.5 and 2.6 present
comparative results of the natural spline and B-spline QoS mapping functions.
The results show relationship between change of the quantization scale and the
consumed bandwidth, where the frame size and frame rate are fixed to be 160x120
and 10. In Fig. 2.5, measured data and the mapping result by the natural spline
function are shown, while measured data and the mapping result by the B-spline
function are shown in Fig. 2.6. In both cases, only four points of {5, 50, 75,95}
of the quantization scale are selected as sample data, and the rest points were
estimated by tﬁe QoS mapping functions. The knots for the B-spline function
were selected as {5, 5, 5,5, 70,94, 95, 95,95} of the quantization scale. From the
comparative result, it is found that the QoS mapping result by the B-spline is
better than that by the natural spline, which slightly vibrated. The error rate was
13.9% for Fig. 2.5 and 1.49% for Fig. 2.6, where the error rate is defined as the

difference between the realistically measured data and the values estimated by the

QoS mapping function.
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Figure 2.5: A result of the QoS mapping from the quantization scale to the band- .

width by the natural spline-based mapping function.
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Figure 2.6: A result of the QoS mapping from the quantization scale to the band-

width by the B-spline-based mapping function.
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2.5 Application QoS and User QoS

There are several studies (e.g. [14]) regarding the user perception of QoS of mo-
tion pictures where QoS degradation caused by network loss or transmission loss
are evaluated mostly. The loss effect is especially important for the motion pic-
tures in standardized format, such as a television system. On the other hand, since
the digital videos that the Internet applications deal with are easily transformed by
changing the coding parameters (QoS factors) such as the frame rate, relationship
between the user perception and the QoS factors is also needed to be clarified.
The relationship would be useful for designing a QoS control scenario according
to the user’s perception or user’s preference.
This section examines the effects of different QoS factors on the user’s per-
ception. To this end, a subjective test was conducted. In the test we selected the
- frame size, frame rate, and quantization scale as the QoS factors, and the MPEG-4
codec is used for video streaming, because it is one of the most promising cod-
ing schemes for video. The test results are discussed to support the QoS control

according to the user’s perception or preference for video streaming applications.
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2.5.1 Overview of Subjective Test (System and Method)

The experimental system for the subjective test of video QoS is shown in Fig.
'2.7. In the system, Ethernet connects a video server and a video receiver, and they
operate real-time video encoding and decoding with a set of specific QoS factors
using MPEG-4. The MPEG-4 codec is implemented in software. Two monitors
are connected to the receiver, and a video splitter enables the monitors to display

the same received video stream for two subjects simultaneously.

Yideo sender

Ethermnet

Yideo splitter

i
Video receiver

K onitor 1 IMonitor 2

Figure 2.7: The experimental system for the video QoS subjective test.
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The double stimulus continuous quality scale (DSCQS) method recommended
by ITU waS used in the video quality subjective test. The video presentation
sequence in a trial in the DSCQS method is shown in Fig. 2.8. Each trial consists
of a pair of stimuli, one is the reference, Video A in Fig. 2.8, and one is the test,
Video B in Fig. 2.8. The two stimuli are each presented twice in a trial, with the
order randomly chosen. The subjects rate each stimulus on a continuous quality
scale shown in Fig. 2.9 by drawing a mark “X” on the scale. Thus, two ratings are
made for each trial in the DSCQS method, one for the 1'efé1'ellce and the other for
the test. The rating is measured as the distance between the mark and the bottom

of the scale. Table 2.2 summarizes the conditions of experiments.

Start

I
The scond view

FY

The fivst view

Video & Vileo B Video A Video B

#————M—'ﬂ———#——“’ﬂ—-’—ﬁ‘—if———h

108 T ! 10s 10s 10s V3! 10s
Assessment of Azsessment of
video A video B

Figure 2.8: The video presentation sequence in the DSCQS method.
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Table 2.2: Experimental conditions.

Evaluation method

The DSCQS method

Subject

16 non-professionals

Test video stream

Three kinds of MPEG-2 Test Sequence

Video codec

MPEG-4 simple profile

Monitor for subjects

21 inch CRTs

Good

Fair

Poor

Bad

w1771

Figure 2.9: The evaluation sheet.
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Table 2.3 presents the feature of video streams used in the subjective test. Each

original video stream is five minutes long, its frame size is 720 x 480 pixelsframe,

and its frame rate is 5 framess.
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Table 2.3: Experimental conditions.

Feature of video stream

Video stream name || Camera movement Object or contents

Bali There is one scene change (SC). | A scene of ballet
The camera moves rightward before | dance.
the SC, and leftward after the SC in
order to track the object with a rela-
tively slow and ‘unchanging speed.

Foot The camera pans rightward to cap- | A scene of Amer-
ture a player holding a ball with a | ican football
slightly changing speed. game.

Bus The camera pans leftward to cap- | A bus running
ture a bus with an almost unchang- | through  down-
ing speed and zooms out at the final | town,
stage of the scene.

3]

2.5.2 QoS Factors

In the test we selected the frame size (S), frame rate (F), and quantization scale (Q)

as the QoS factors. A set of specific QoS factors is set for the MPEG-4 encoder
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in the video server that encodes and transmits the video data in real-time. The
MPEG-4 decoder in the video receiver receives the video data and plays back
for subjects in real-time. Three levels of the frame size can be set: the Large
(360 x 240 pixels/frame), the Middle (240 x 160 pixels/frame), and the Small
(180 x 120 pixels/frame). The frame rate can be set in integer between 1 and 30.
The quantization scale can be set in integer between 1 and 31. In general, the
smaller the quantization scale is, the better the quality of video becomes.

In each trial, the different sets of QoS factors were provided for the reference
video and the test video. The absolute value of the rating differs from each subject;
therefore we evaluated the difference of the ratings between the reference and
test videos. In the following subsections, we tabulate the test results, where T
represents the sample average of (the rating of the reference - the rating of the
test), and 95% means the 95% confidence interval of the expected value by the
t-test. If the value of Z is positive, it means that the reference video was preferable

for the subjects.

2.5.3 Experimental Results (Evaluation with Different S)

In trials #1 to #3, we changed the frame size only between the reference and the

test, where the random choice of the two stimuli was not conducted in trials #1 and
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Table 2.4: The results with changing S.

ball foot bus
Reference | Test T 9% |z 9%5% |z 95%
#1 | S=Large, S=Small, 15.00 [z £ |11.19 |z :i: * *
F=5, Q=3 F=5, 0=3 7.64 ' 6.95
#2 | S=Middle, S=Small, —-994 |z +|-13.13]x £ |6.56 z
| F=5, 0=3 F=5, 0=3 7.11 6.72 4.93
#3 | S=Small, S=Large, —-11.44| % +{-—-513 | L1 * *
F=5,0=3 | F=5,0=3 7.90 4.97

#3, that is the reference shown in Table 2.4 was always presented to the subject

first. The results are presented in Table 2.4, and “*” means no test was conducted.

2.5.4 Experimental Results (Evaluation with Different F)

In trials #4 to #10, we changed the frame rate only between the reference and the
test. The results are presented in Table 2.5. Fig. 210 shows the results of trials
#6 to #8. In Fig. 2.10, the horizontal axis (DF) is the difference of the frame rate

between the reference and the test, and the vertical axis is Z, that is difference of

the DSCQS rating in percentage.



CHAPTER 2. LAYERED QOS MODEL AND QOS MAPPING

Table 2.5: The results with changing F.

ball foot
Reference | Test T %% |z 9%% | I 95%
#4 | S=Small, S=Small, 2194 |z £ 2206 |z 1238 |z &+
F=30,0=3 | F=5,0=3 10.71 9.10 11.91
#5 | S=Small, S=Small, 4.69 T +£|-388 % —4.13 |z =+
F=30, 0=3 F=15, Q=3 3.86 6.74 3.62
#6 | S=Middle, S=Middle, 7.00 T +£1]1.19 z -1.13 | & =+
F=15,0=3 | F=10,0=3 3.05 3.00 4.56
#7 | S=Middle, S=Middle, —450 |z 4+ {1044 |z 13.69 jz <+
| F=15,0=3 | F=6,0=3 10.45 3.61 7.98
#8 | S=Middle, S=Middle, 7.44 T +£119.69 |z 2781 |z &
F=15,0=3 | F=3,0=3 12.56 7.02 10.39
#9 | S=Middle, S=Middle, —18.75| &z x| 7.63 z 10.06 |z =+
F=10,0=3 | F=6, Q=3 7.93 6.39 8.94
#10| s=Middie, S=Middie, 06312 =+ 1425 |z 2450 |z =+
F=10,0=3 | F=3,0=3 11.56 4.66 8.41
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—&— hall
- foot
—— bus

a0

Figure 2.10: Difference of the frame rate between the reference and the test vs.

DSCQS rate in percentage.

2.5.5 Experimelital Results (Evaluation with Different Q)

In trials #11 to #15, we changed the frame rate only between the reference and
the test. The results are presented in Table 2.6 and Fig. 2.11. In Fig. 2.11,
the horizontal axis (DQ) is the difference of the quantization scale between the

reference and the test, and the vertical axis is Z.
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Table 2.6: The results with changing Q.

36

ball foot bus
Reference | Test z %% |z %% |z 95%
#11| S=Middle, S=Middle, 3175 |z &£ |21.06 |Z 21.69 |2 =
F=15,0=3 | F=15, Q=25 11.46 13.41 10.35
#12| S=Middle, S=Middle, 2075 |z +|1588 |Z 1250 |z =+
F=15,0=3 | F=15,Q0=15 10.80 9.17 7.79
#13| S=Middle, S=Middle, 2194 |z &£ | 7.31 T 6.13 z =%
F=15, 0=3 F=1$, 0=10 8.91 4.64 3.97
#14| s=Middle, S=Middle, 39.56 |Z 4 (2394 [z 2860 | %
F=15,0=3 | F=15, 0=30 12.12 9.76 10.82
#15| s=Middle, | S=Middle, | 3425 |Z <+ |17.81 |z 21.13 |z +
F=15,0=3 | F=15,0=20 10.15 9.58 7.35

2.5.6 Discussion

Changing the frame size effected the evaluation of video quality. The subjects felt

about 10.7% DSCQS degradation for the Sméll and about 5.5% DSCQS degrada-

tion for the Middle compared to the Large. As these results were obtained for the

specific frame rate and quantization scale (F=5 and Q=3), more evaluation tests
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Figure 2.11: Difference of the quantization scale between the reference and the

test vs. DSCQS rate in percentage.

with various sets of the frame rate and quantization need be conducted.

It has been found that a drastic change of the frame rate heavily degrades the
quality evaluation. For example, the subjects felt about 18.8% DSCQS degrada-
tion for a 25 difference of frame rates in trial #4. In addition, it was found from
Fig. 2.10 that the video content affected the quality evaluation. While DSCQS %
is almost proportional to DF in case of the foot and the bus, it did not change
proportionally in case of the ball. On the contrary, DSCQS% lessened for. 9 of

DF compared to 5 of DF. It seems that different movements of objects caused



CHAPTER 2. LAYERED QOS MODEL AND QOS MAPPING 38

this. In the foot and the bus, the subjects might watch relatively large objects
such as a football player or a bus move. On the other hand, as the ball included
delicate movements of the dancer’s hands and feet, the subjects might feel some
degradation even for 15 of the frame rate.

Changing the quantization scale also affected the quality evaluation as shown
in Fig. 2.11. Although the relationship between DSCQS% and DQ was almost |
proportional, the ball showed more degradation than the foot or the bus. This is

also because of the difference of object movements as mentioned above.

2.6 Conclusion

In this chapter, a generic multi-level QoS model was presented for distributed
multimedia applications, and studies of QoS mapping from one level to other
level were reviewed. Then a realistic QoS mapping mechanism composed of QoS
mapping methods was presented. One method maps the highest user level QoS
into lower level QoS by user-specific profile data, and the other method performs
mapping among lower level QoS parameters than the user level by spline func-
tions. The mapping results by the natural spline and the B-spline QoS mapping

functions were compared using the actual measured data of video QoS. It was
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found that the B-spline QoS mapping functions showed better results once the
knots for spline function were selected appropriately [11]-[13].

Moreover, the effects of the QoS factors in application layer oh subjective eval-
uation or preference of quality were examined. In the general, the results agreed
our intuition, namely the subjects rated the video quality higher when the better
QoS factors were provided, although the QoS factors consume more system re-
sources including network bandwidth and CPU utilization. One important point is
that the subjective evaluation depends on the content of video stream or the object
movement. It might be useful to categorize the video streams into several genres
like sports or arts, and to control the QoS factors in consideration of the genre.
User’s individual preference for the QoS factors must be considered. To obtain
the user’s preference, a reinforcement learning method [15] would be applicable.

The QoS elements used in the multi-level QoS model are basically categorized
from the viewpoint of the place where the service is provided. Therefore, the
multi-level QoS model does not always correspond with the OSI (Open Systems
Intercohnection) reference model. Although QoS mapping mechanisms connect
different levels, further study is needed to establish a generic service flow for the
multi-level QoS model. Relevance between the OSI reference model and QoS is

referred to in detail in [3].
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Chapter 3

QoS Control with a Proxy Server

3.1 Introduction

This chapter proposes a network architecture with a proxy server for heteroge-
neous communication environments. An adaptive QoS management mechanism
performed on the proxy server is also proposed based bn the layered QoS model
and the spline QoS mapping method as discussed in Chapter 2.

A simple heterogeneous communication environment model is shown in Fig.
3.1. A video sender SND and two receivers, RCV 1 and 3, exist on a wired net-
work and another receiver, RCV 2, is connected to the wired network via a wire-

less link. The video sender multicasts a video stream to the receivers, but the re-

43
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ceivers have different requirements. The high-performance desktop-type recetver
RCV 1 on the wired network usually requires higher QoS than the handheld-type

receiver RCV 2 or the low-performance desktop-type receiver RCV 3.

K ‘lfetv:_e“iver.RC.?'l“i
(high-performance
desklop computer)

Jmulticasting).

‘metwork

receiver
RCY2.

{handheld rﬂtewerRC V3 e
computer) {tow-performance
desktop computer)

Figure 3.1: A example of heterogeneous communication environments and CCS

approach.
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Heterogeneities of the communication environments and various user pref-
erences restrain video transmission to multiple receivers. Suppose that a video
sender transmits video at the same quality to all receivers. When the sender tries
to satisfy the lowest quality requirement by a low-performance computer such as a
handheld-type on the wireless network, a high-performance receiver on the wired
network has to sacrifice its high quality requirement. On thé other hand, when
the sender tries to satisfy the highest quality 1'equﬁ'emel1t by the high-performance
receiver, the low-performance computer cannot deal with the video stream con-
tentedly because processing and/or transmission performance is lacking. As well
as adaptability to the static heterogeneous environments, adaptability to dynami-
cal change in network and terminal performance is another iniportaﬂ issue.

In this chapter, we present a video proxy sefver, called CCS (Communication

| Coordination Server), located between the sender and the receiver to compensate
‘the performance gap. The CCS transforms QoS of the video stream according to
the Q‘OS requirement from the receiver, and mediates the QoS according to the
receiver’s user policy and the current network and terminal performance. The
CCS is equipped with the QoS spline mépping mechanism described in Chapter 2

to translate application-level QoS into resource-level QoS.
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3.2 Background and Related Work

To date, a lot of efforts have been spent on constructing QoS architectures to
support end-to-end QoS management, and Aurrecoechea et al. [1] summarized the
QoS architectures. These architectures basically targeted peer-to-peer multimedia
communications. Aurrecoechea et al. defined QoS filtering as a mechanism to-
bridge a heterogeneous QoS capability gap, however, only one architecture, the
QoS-A [2], supports the QQS filtering mechanism in the end-system.

The framework of media scaling [3] gives a possibl¢ solution to the mentioned
multicast problems. In this framework, the video sender prepares a scalable video
stream and an intermediator (e.g. a router) filters the video stream according to the
receiver’s requirements. While this approach is efficient, the video sender must be
equipped with an encoder that supports the scalable coding and the level of QoS
is limited by the sender, not the receiver.

Ohta et al. [4] proposed SMAP (Selective Multimedia Access Protocol) for
multimedia communications in mobile computing environment. The SMAP is a
priority-based multimedia communication protocol, with which multimedia data
are assigned with priority for each media unit, and selective transport service can
be realized by using the priority. However, this is also a sender-initiated éervice,

because the setting of priority has to be done by the author or the provider of
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media.

The proposed CCS approach is not sender-initiated in the sense that no special
coding method such as the scalable coding nor special protocol is needed. In
the CCS approach, a proxy server is located between the video sender and the
receiver, and it can change the video QoS by transcoding.

As for researches about the transform of video codillg methods (transcod-
ing), Amir et al. [5] reported an implementation of the Video Gateway which
transcodes bétween the JPEG [15] and the H.261 [12]. Also Warabino et al. [6]
developed a transcoding proxy server between the MPEG-1 (Motion Picture Ex-
perts Group 1) [10] and the Quality Motion. Both of them, however, targeted video
transmission to a single receiver and did not deal with the resource management
in multiple receiver situations.

Moreover, the notions of “translator” and “mixer” have been defined in the
proposal of the RTP (Real-time Transport Protocol) [7]. Both translators and mix-
ers are considered as intermediate systems, but the distinction between transla-
tors and mixers is that a translator passes through the data streams from different
sources separately, whereas a mixer combines them to form one new stream [71.

A translator or a mixer can intermediate a group of receivers homogeneously.
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3.3 CCS Approach Architecture

In the CCS approach, the CCS located between the video sender and the receiver
receives the QoS requirement from the receiver. If the QoS requirement is ad-
missible for the available network and terminal resources, the CCS transcodes the
video stream according to the QoS requirement and sends the transcoded stream
t(; the receiver. Thus, the CCS can provide a QoS management service based
on the transcoding, and QoS requirements from all receivers are satisfied in the
heterogeneous communication environment.

The CCS approach architecture is shown in Flg 3.2, and consists of the sender
site, the CCS site, and the receiver site. The Vidéo sender, CCS, and receiver.
are connected through wired or wireless networks. The Sender application, CCS
application, and Receiver application are the transcoding application staying on

each site.

3.3.1 Sendér Application

The Sender application manages a video source, which might be archives of en-
coded videos or a real-time video encoder. With archives, the Sender applica-

tion lists the archived video files in response to a receiver’s inquiry and sends the
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encoded video selected by the receiver to the CCS. With real-time video trans-
mission, the Sender application captures a video signal from the equipped video

camera and encodes it to send to the CCS.

3.3.2 CCS Application

The CCS application mediates QoS between the sender and the receiver to satisfy
the QoS fequirement from the receiver, using QoS admission, adjustment, allo-
cation, and mapping mechanisms. Then it conducts a tx'a11scoding task to realize
the allocated QoS. Namely, it receives an encoded video stream from the sender,
transcodes it according to the coding format required from the receiver, and sends

the transcoded video stream to the receiver. The transcoding is performed by a

sender receiver’

! Video sotitce

ppl | % {ap J
Nawok [ awork
interface « A dnterface | . interface”

 Network

e Nehvprk: .

Figure 3.2: The CCS approach architecture.
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combination of a video decoder for the input stream format and a video encoder
for the output stream format. Both the decoder and the encoder are implemented

in the CCS application at the hardware- or software-level.

((.705;.9 q03fl+1)) = ({(Jlila (Jli27 R aqgm}7 {qz.l—}—l)l: Qél+1)2= teey qz.l—l—l)n})“ (3])

3.3.3 Receiver Application

'The Receiver application mainly has three tasks. The first task acquires QoS re-
quirements from tﬁe user and transmits them to the CCS. The second task decodes
and playouts the transcoded video stream from the CCS. These tasks are for a user
interface. The third task monitors resources such as CPU utilization or network

bandwidth.

3.4 Intra-frame and Inter-frame Compression Tech-
| | niques

Up to now, video data compression techniques have been standardized. The ISO
(International Organization for Standardization) has standardized the MPEG-1

[10] and MPEG-2 [11] and the ITU (International Telecommunication Union)
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has standardized H.261 [12], and H.263 [13], [14]. The main features of these
video compression techniques are based on inter-frame and DCT (Discrete Co-
sine Transform). Namely, in these techniques, the basic operation predicts motion
from frame to frame in the temporal direction, and then uses DCTs to organize the
redundancy in the spatial directions. We call these video cmﬂpression techniques
inter-frame compression.

On the other hand, ISO standardized the JPEG [15] for still image compres-
sion. Video data can be encoded by JPEG as a sequence of JPEG frames, and
this technique is often used as M-JPEG. Since the data is compressed frame by
frame without prediction from other frames, M-JPEG is referred as intra-frame
compression in contrast to the inter-frame compression.

While the compressed video data size using inter-frame compression is smaller
than that using intra-frame compression due to the removal of telhp'oral redun-
dancy, there are two advantages in intra-frame compression over inter-frame com-
pression. One advantage is its robustness to transmission error and the other is its
lightweight processing algorithm. These advantages come from the frame inde-
pendence of intra-frame cqmpression processing.

Accordingly, inter-frame compression is generally advantageous when the re-

ceiver uses only low-bandwidth links, while intra-frame compression is advanta-
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geous when the hardware performance of the receiver, such as CPU or memory,
is deficient. If both the network bandwidth and the receiver performance are de-
ficient, the CCS simultaneously carries out intra-frame compression and the QoS

admission functions to compensate for network and terminal deficiencies.

3.4.1 QoS Mediation by CCS

In this section, first of all, we define the QoS for video streams, and then intro-
duce a QoS mapping mechanism that translates the application-level QoS into the
resource-level QoS. Finally, QoS admission, adjustment, and allocation mecha-

nisms by the CCS are described.

3.4.2 Definition of QoS for Video Streams

In our architecture, the application-level QoS for video streams is defined by
compression parameters (spatial resolution, temporal resolution, and quantization
scale). The usef of the receiver can specify these parameters using the application-
Ievel QoS setting window (Fig. 3.3).

The spatial resolution corresponds to the number of pixels in one frame and we
assume that it takes one of three values, 640 x 480, 320 x 240, or 160 x 120. The

temporal resolution corresponds to the number of frames presented per second
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Figure 3.3: The application-level QoS setting window. |

and takes integer vaiues. The larger the temporal resolution, the more smodth the
observation of objects in the video sequence. The quantization scale is related
to the quantization step width used in JPEG or MPEG and takes integer vaiues
between 1 and 100. The smaller the quantization scale, the smaller the encoded
video data size. However, if the quantization scale values are too small, they may
lower the user’s evaluation because of image bluﬁing or color defects. In Fig. 3.3,
the spatial resolution and the temporal resolution correspond to the frame size and
frame rate, respectively. The utility in Fig. 3.3, which is a parameter representing

the user’s preference for the specified application-level QoS, ranges from 0 to 100.
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The larger the value of the utility is, the higher the user’s satisfaction. The utility
can be used to determine the user’s QoS policy. The QoS policy includes a priority
order of the QoS parameters, namely it means that the user lays stress on which
QoS parameter.

'The resource-level QoS consists of the network QoS and the terminal QoS.
The network QoS is defined as the bandwidth needed for the transmission of the
encoded video stream, while the terminal QoS is defined as the CPU power needed

for decoding the encoded video data.

3.4.3 QoS Admission, Adjustment, and Allocation Mechanisms

Fig. 3.4 shows the flow of video stream transmission with QoS management.

(1) The receiver sends a request of the video file list, after accepting the user’s
QoS requirement.

(2) The sender returns the file list to the receiver.

(3) The receiver sends the selected file name and the QoS requirement.

(4) The CCS verifies that the resources are available for the QoS requirement by
QoS admission. If the resources are not enough; the CCS performs QoS adjust-

ment according to the user’s QoS policy until the QoS becomes admissible. If the

QoS is admitted, go to (5).
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(5) The CCS sends a request of the video data selected by the user.
(6) The sender returns the video data to the CCS.
(7) The CCS transcodes the video data according to the QoS requirement.
(8) The transcoded video data are sent to the recéiver and presented to the user.
The CCS receives the QoS requirements specified by the QoS parameters and QoS
policy from the receiver user. The CCS translates the QoS parameters required by
the receiver user into the resource-level QoS by the QoS mapping mechanism, and
the QoS admission is carried out by comparing available resources. The available
resource can be estimated by knowing the maximum capacity of the resource and
the current used resource. The maximum capacity Qf the bandwidth can be deter-
mined or estimated for a guaranteed network such as an ATM network, but it is
difficult to épecify it for a best-effort network. The current used resource can be
specified by using some monitoring mechanism. We have developed an original
network monitor to gefc the current network throughput information. The netwo-rk
- monitor works for both ATM and IP networks.

If the required QoS is admitted, the QoS allocation is carried out to transmit a
video stream. Otherwise, the CCS adjusts the required QoS by degrading the QoS
parameters according to the QoS policy until they become admissible.

An example of QoS adjustment is shown in Fig. 3.5. Supposing that point
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A (5 frames/s and a quantization scale of 90) is an initial QoS requirement and
it requires a bandwidth of 511.5 kb/s. In case of resource shértage, for example
250 kb/s of the available bandwidth, points B (5 frames/s , a quantization scale of
60, and the required bandwidth of 245.6 kb/s) and C (2 frames/s, a quantization
scale of 90, and the required bandwidth of 206.5 kb/s) are examples of new QoS
candidates, and one of them is selected according to the user’s QoS policy. When
the policy is that the frame rate has the lowest priority order than the others, point
B is selected so that thevframe rate is decreased. Meanwhile, when the policy was

that the quantization scale has the lowest priority order than the others, point C is

4)'..-Y?Q'US:ad>rrJi'ssi'6n ]
" QoS adusma:

’Qq%eqﬁiranmt.

Figure 3.4: The flow of video stream transmission with QoS management.



CHAPTER 3. QOS CONTROL WITH A PROXY SERVER 57

selected so that the quantization scale is decreased.
These QoS mechanisms are executed periodically in order to adapt to dynam-
ical resource changes. However too much adaptation may degrade user’s evalu-

ation. How adaptation frequency and degree relate to the user’s evaluation is a
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Figure 3.5: A QoS mapping result using spline functions from the application-
level QoS into the resource-level QoS. Point A is an initial QoS requirements, and

points B and C are new QoS candidates.
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further study.

3.5 Communication Environment with Multiple Re-

ceivers

3.5.1 System Overview and Architecture

The CCS can be applied to a communication environment with multiple receivers
shown in Fig. 3.6. In Fig. 3.6, ,Seryer means a video server, and Receiver means
a video receiver (client). The CCS manages multiple receivers as its children,
and each receiver requests the server of a Video stream via its parental CCS. The
server sends the video stream to the- receiver via the CCS, and the CCS transforms
the QoS parameters of the video stream according to thé QoS requirements from
the receiver and the available system resource amounts. The transformation that
the CCS performs includes modulation of coding, and the QoS parameters used
in the application level are imagé size S, frame rate F', and quantization scale
() as mentioned before. Each application QoS has its own priority value. These
priority values are different for respective end-system (receiver), and reflect the

user’s individual preference.
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The resource-level QoS also consists of the network QoS and the terminal
QoS. Hereupon it is assumed that each resource QoS has its upper and lower
thresholds. If the resource utilization is between two thresholds, the utilization
situation is considered good (stable).

Compared to the case of one sender and one receiver, the CCS system for the

multiple receiver communication environment is more complicated. Figure 3.7

( Backbone
network

AP Access Point
CCS: Communication

Coordination Server

gagREsRmEsE
nnnnnnnnnnn

Receiver #2 Receiver #3

Figure 3.6: An example of communication environments by the proxy server.
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shows QoS adjustment modules in the system. Since the server does not concern
the QoS adjustment directly, only the video CODEC module is shown at the server
site. The receiver has the user interface module and the resource monitoring mod-
ule that monitors the resource utilization related to the receiver. The CCS has the
QoS admission module that determines the QoS. for every receiver under control.
The QoS admission module consists of the QoS mapping module that relates the
appliczrltion QoS with the resource QoS and the QoS calculation module that com-
putes a feasible QoS within the current resource availability. The CCS also has
the resource monitqring module whose difference from the receiver’s module is
that the CCS’s module has a function that measures the available bandwidth of the

network domain to which the CCS belongs.

)
fom

Qosi\aquimment
Video . Qo8 admission
Transcoding
CODEC .
QoS mapping Resource
Resource > -
Server monitor |- QOS caleulatior
Receiver
CCS

Figure 3.7: QoS adjustment modules.



CHAPTER 3. -QOS CONTROL WITH A PROXY SERVER 61

3.5.2 QoS Adjustment Mechanism by CCS

The CCS and the receivers regularly monitor the system resource utilization, and
a QoS adjustment signal is issued when the monitored value exceeds the upper
threshbld (overuse case) or becomes smaller than the lower threshold (underuse
case). The QoS adjustment mechanism differs depending upon which terminal
issues the signal and which threshold is concerned. In the following three sub-
séctions, we develop three QoS adjustment mechanisms for the situations to be
assumed. Then i:he QoS adjustment method perfbrmed by the CCS is explained

in the last subsection.

A. Over/underuse case at the receiver site

The first case of the QoS adjustment mechanism is the overuse or the underuse at
the receiver site. Figure 3.8 shows a messaging sequence between the CCS and the
receiver. When Receiver #1 judges the resource utilization out of the thresholds, it
issues a QoS adjustment request to the CCS. Simultaneously Receiver #1 notifies
the CCS of its own terminal priority, application QoS priorities, QoS upgrade
Widths, and the resource information. The QoS upgrade widths are used for the
QoS adjustment by the CCS, and it is explained later. The CCS calculates the

updated and feasible QoS parameters based on the information of the QoS and the
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resources provided by Receiver #1, and then notifies Receiver #1 of the admitted

QoS parameters.

B. Overuse case at the CCS site

The second case of the QoS adjustment mechanism is the overuse at the CCS site.
Figure 3.9 shows a messaging sequence between the CCS and the receivers. When
the CCS judges the overuse of resource utilization, it issues a QoS degradation
claim to the receiver who has the lowest terminal priority, Receiver #1 in the case
of Fig. 3.9. Receiver #1, who received the claim, issues a QoS degradation request

to the CCS, as well as notifies the information of the QoS and the resources. The

CCS Receiver #1  » » 1+ Eeceiver #I¥
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———ZIBY sey
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Figure 3.8: The message sequence (the over/underuse case at the receiver site).
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CCS calculates the updated and feasible QoS parameters as described before, and
notifies Receiver #1 of the admitted QoS parameters. Also the terminal priority
of Receiver #1 is increased with a predefined constant. If the resource utilization
becomes stable, that is between the two thresholds, the QoS adjustment is halted.
Otherwise, the CCS again issues a QoS degradation claim to the receiver with the
lowest priority at this moment to continue the QoS adjustment.

Receiver #1 » + »  Receiver #V

CCs (the lowest priority)
pgradafion et ——

G & -
" aaOICE and Q03 oyt
‘I:':ﬁ -

Qo3 calo ulation
Qo8 admission

Hew Qg DETAMIE toy et A

If the rezouice
state is stable,
stop. Otherwise,
continme Qod
adjvstinent.

QoS5 degradation, clad gy
-—‘_\'—u—._\__"ﬁ—-\_\__\_—\_,__

Figure 3.9: The message sequence (the overuse case at the CCS site).
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C. Underuse case at the CCS site

The third case of therQoS adjustment mechanism is the underuse at the CCS site.
Figure 3.10 shows a messaging sequence betweeﬁ the CCS and the receivers.
When the CCS judges the underuse of resource utilization, it issues a QoS im-
provement permission to the receiver who has the highest terminal priority, Re-
ceiver #1 in the case of Fig. 3.10. Simultaneously the terminal priority of Receiver
#1 is decreased with a predefined constant. Receiver # 1, who received the permis-
sion, issues a QoS improvement request to the CCS, and notifies the information
of the QoS and the resources, if its resource is in the underuse status. When the
CCS receives the QoS improvement request, it calculates the feasible QoS param-
eters, and notifies Receiver #1 of the admitted QoS parameters. If the resource
utilization becomes stable at the CCS site, the QoS adjustment is halted. Other-
wise, the CCS again issues a QoS improvement permission to the receiver with

the highest terminal priority at this moment to continue the QoS adjustment.

D. QoS adjustment by the CCS

Hereupon, the QoS adjustment mechanism performed by the CCS is described.
When the CCS performs the QoS adjustment, it receives the information of the

QoS and the resource (RUT, RET qos?, Aqos;) from a receiver. RUT or RET
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means the upper or lower threshold for the n-th resource, gos! is the [-th ap-

| plication QoS parameter value, and Agos; is the QoS upgrade width for the I-th
application QoS parameter, wheren =1,...,Nand [ =1,..., L. It is supposed
that the QoS parameters are sorted in the decreasing order of the priority values.
Namely gos?! is the QoS parameter that has the highest priority, while gos? is the
QoS parameter that can be mostly compromised for its quality.

The CCS has the spline QoS mapping function M,, (), which estimates the n-th

Receiver #1 + v v Recelver #1V
CCS (the highest priority)
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| MewQos PETBWE ey gpy A
If the resource
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Figure 3.10: The message sequence (the underuse case at the CCS site).
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resource amount to be needed based on a specified application QoS parameters

[18]. The estimated 71-th resource amount &2 ©) is given as

T

REO) = M, (gos?, ..., qosY). (3.2)

The CCS calculates the updated QoS parameter set so that the following equa-

tions are met

RET < RE < RIT, (3.3)

REM) = M. (qos¥ ... qosY). (3.4)

There ai‘e, however, multipl¢ QoS parameter sets that meet these equations. A
QoS adjustment algorithm based on the priority values of the application QoS
parameters. The algorithm is as follows. Initially, the QoS parameter set is
initialized as the present QoS set (gosy, ..., qgos%). If the QoS improvement is
needed, gos! is improved with Agos; so that the new QoS set (gosi, ..., gos}) =
(qos¥+Aqosy, .. ., qos?). If the QoS degradation is needed, gos? is degradéd with
Agosy, so that the new QoS set (gosi, ..., gost) = (gos?, ..., qos} — Agosy).
After QoS improvement or degradation has been carried out, the judgment of re-
source status expressed in (2) is executed. If the judgment is approved, that is the
resources are within two thresholds, QoS adjustment finishes. Otherwise, QoS im-

provement or degradation continues. The flow of the QoS adjustment algorithm
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is depicted in Fig 3.11.
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Figure 3.11: Flowchart of QoS adjustmeﬁt policy algorithm.
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3.6 Prototype Implementation

3.6.1 Single Receiver Case

We have implemented a prototype system of the proposed transéoding architec-
ture of the single receiver case in a laboratory testbed. The testbed comprises a
video sender, a receiver, and a CCS. Each terminal is a PC-AT machine (Win-
dows NT) with 266 MHz Intel Pentium processor II and a 64 MB memory. All
PC-AT machines are connected over an ATM network by an ATM-switch (CISCO
| LightStream 1010) that gives the maximum network throughput of 155 Mb/s. In
this implementation, the MPEG-1 is used as an example of the inter-frame com-
pression, and the M-JPEG is used as an example of the intra-frame compression.
The receiver is assumed to be equipped with only an M-JPEG decoder because of
its lightweight processing. The CCS is equipped with an MPEG decoding board
and an M-JPEG encoding board. Decoded video data are directly transferred into
the M-JPEG encoding bbard. We deal with the case of video archives in this
implementation, that is the sender files MPEG-1 video data in its local disk.

QoS management experiments were conducted according to the flow shown
in Fig. 3.4 on the implementation. In the experiments, the CCS received a

MPEG-1 video stream (352 x 240 pixels and 30 frames/s) from the sender, and
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Table 3.1: Experimental results of relationship between the application-level QoS

and the resource-level QoS on the testbed implementation.

Frame Size: 640

Frame Size: 160 x 120 Frame Size: 320 x 240
x 480

) ) ) Frame Rate

Frame Rate (frames/s) Frame Rate (frames/s) (frames/s)

! 5 11 1 2 3 5 1 2
10 12.0 58.9 130.0 23.3 45.5 67.7 112.6 67.3 136.0
) 5.5 24.0 49.0 10.3 19.2 28.2 46.3 317 64.5
Quantization 50 17.7 78.6 173.5 38.4 75.6 112.5 184.8 106.3 | 188.0
Scale - 5.5 24.5 50.0 10.7 20.2 29.9 50.4 319 65.3
90 354 1425 | 3123 105.6 206.5 307.7 | 511.5 | 3454 (| 613.0
6.0 26.5 56.0 11.8 21.7 32.4 577 36.3 73.5

transcoded it into an M-JPEG stream by the application-level QoS requirement
from the receiver. Table 3.1 summarizes typical results of relationship bet@een
the application-level QoS (the frame size, frame rate, and quantization scale) and
the resource-level QoS (the bandwidth and CPU utilization). In Table 3.1, the cells
that include two figures show the resource QoS; the upper figure is the bandwidth
(kb/s), and the lower figure is the CPU utilization (%). The rightmost frame rate
column for each frame size is the maximum number of the frame rate realized on
the implementation.

To verify the effectiveness of the QoS adaptation mechanisms to dynamical
resource changes, the avaﬂable resource decrease situations were simulated. One

typical QoS adjustment result for bandwidth shortage is shown in Fig. 3.5 as de-
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scribed previoﬁsly. We show another typical QoS adjustment experiment, where
CPU resource shortage v&as simulated. At the beginning of the experiment, the
available CPU utilization was 60%, and the CCS transcoded the MPEG-1 stream
' into an M-JPEG stream (320 x 240 pixels, 5 frames/s, and a quantization scale of
90) that consumes the CPU utilization of 57.7%. Then the available CPU utiliza-
tion decreased to 30%. Immediately the CCS started QoS adjustment by degrad-
ing the QoS parameters accérding to the user’s QoS policy. For example, if the
policy permits only the frame rate to be decreased, the CCS decreases the frame
rate to 2 frames/s. The other QoS parameters remained unchanged and the new
QoS allocation consumed the CPU utilization of 21.7%. Similarly, if the policy
permits only the frame size to be decreased, the CCS decreases only the frame size
to 160 x 120 pixels and the new QoS allocation consumed the CPU utilization of
26.5%. Meanwhile, if the policy permits both the frame rate and the quantiza-
tion scale to be decreased, the CCS decreases both QoS parameters and a set of
320 x 240 pixels, 3 frames/s, and a quantization scale of 50 can be selected as a
new QoS allocation to realize the CPU utilization of 29.9%.

The QoS adjustment mechanism can be applied to the case that the available
bandwidth and CPU utilization change simultaneously, by considering the most

constrained resource as the limited resource.
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3.6.2 Multiple Receivers Case

Next a prototype of the CCS architecture of the multiple receivers case has been
implemented in the laboratory testbed. In this case, the testbed system consists of
a video sender, two receivers, and a CCS shown in Fig. 3.12. Each terminal is a
PC-AT machine (Windows NT), and all terminals are connected by Ethernet.
The QOS adjustment mechanisms of the CCS have been verified by several
experimental results. One example is as follows. Initially two receivers had been
receiving the same video stream from the video server via the CCS. The realized

QoS were different according to the respective QoS requirements. (S, F,Q) =
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Figure 3.12: Configuration of the experimental system.
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- (416 x 336,5,11) for receiver #1, while (5, F, Q) = (272 x 216, 5,20) for re-
ceiver #2. Then an urgent FTP stream occurred between the CCS and Receiver
#2, and consequently the video QoS for receiver #2 was automatically degraded
into (S, F,Q) = '(176 x 144,1,20) by the QoS adjustment mechanisms to give
priority to the FTP stream. When the FTP stream finished, the QoS for receiver
#2 was improved to (S, F, @) = (416 x 320, 1, 20) by the QoS adjustment mech-
anisms. The final QoS had been improved for its frame size, because the priority

of the frame size was set to be higher than two other parameters.

3.7 Conclusion .

In this chapter we have presented a QoS management architecture for distributed
multimedia applications in heterogeneous communication environments. In the
proposed architecture, a proxy server called CCS intermediates between a video
sender and a receiver or a group of receivers and manages the QoS adjustment,
The CCS monitors the currently available resources and 1'¢ceives the QoS and re-
source information from the receiver(s). Based on these information, the CCS
calculates a feasible QoS for each receiver to utilize the system resources effi-

ciently. Then the CCS carries out the transcoding to transform the video QoS to
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satisfy the receivers’ requirements.

Prototype systems of the CCS have been implemented in a laboratory testbed.
In the prototype systems, the transcoding mechanisms between MPEG and M-
JPEG codings were implemented in hardware or software. With the prototype
system, it is verified that the CCS can resolve the network and terminal hetero-
geneities between the sencier and recetver sides by the transcoding and the QoS
adjustment mechanism.

Digital television broadcasting service will start in the near future. While an
interlace format is used for television vidéo signal, a progressive format is used
for computer video signal. Although MPEG-2-TSs (transport streams) used for
video transmission in the digital television broadcasting service can deal both the
interlace and progressive formats, quality control and application QoS adaptation
are needed to merge the broadcasting service ‘with multimedia communication
services, where the CCS architecture would be applied to.

Which application QoS parameter should be adjusted primarily is an open
issﬁe and depends on video contents. Subjective video quality assessment tests
were conducted, and it is found that subjective evaluation depends on the content
of video stream or the object movement [19]. Still further study is needed to

clarify the relationship between the application QoS and the user QoS which is
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the user’s evaluation of media quality.
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Chapter 4

QoS Control with Multi-agent

System

4.1 Introduction

Recently, it has been demonstrated that the multi-agent system can be applied
for QoS management to distributed multimedia applications, to which central-
ized systems cannot be applied, because of its useful features such as parallelism,
robustness, and scalability [5], [6]. Suganuma et al. [7] proposed the ADIPS
(Agent-based Distributed Information Processing éystem) and developed a video-

conferencing system based on it. Puliafito et al. [8] presented an agent-based

79
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QoS management framework, but concrete QoS negotiation and adaptation mech-
anisms were missing in their discussion.

Meanwhile, Aurrecoechea et al. [1] proposed a generalized QoS framework
based on a set of principles that govern the behavior of QoS architectures. The
generalized QoS framework is composed of three QoS mechanisms: QoS provi-
sion mechanisms, QoS management mechanisms, and QoS control mechanism.
QoS provision mechanisms perform static resource management in the flow es-
tablishment and QoS renegotiation phases. On the other hand, QoS management
and control mechanisms deal with dynamic resource management in the media-
transfer phase. QoS control is distinguished from QoS management by an opera-
tional tinm—scale. QoS control operates on a faster time-scale than QoS 1ﬁanage—
ment.

In this chapter, we propose an adaptive QoS management framework for dis-
tributed multimedia based on the multi-agent system and the generalized QoS

framework. In the proposed framework, the agents directly or indirectly collabo-
rate to adaptively manage the media QoS according to the available network and
terminal resources as well as the user requirements. The particular point of the
framework is that it provides 2-tier QoS management. Namely the global and

long-term QoS adaptation is executed in one tier, while the local and short-term
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QoS adjustment is executed in the other tier. A one-way video system is developed
on the basis of the proposed framework as an example of communication-intensive

applications.

4.2 QoS Management Based on the Generalized QoS

Framework

Aurrecoechea et al. [1] proposed a generalized QoS framework based on a set
of principles that govern the behavior of QoS architectures. The generalized
QoS framework is composed of three QoS mechanisms: QoS provision mech-
anisms, QoS management mechanisms, and QoS control mechanism. QoS provi-
sion mechanisms perform static resource management in the flow establishment
and QoS renegotiation phases. On the other hand, QoS management and control
mechanisms deal with dynamic fesource management in the media-transfer phase.
QoS control is distinguished from QoS management by an operational time-scale.
QoS control operates on a faster time-scale than QoS managemént.

Figure 4.1 presents a QoS management flow on the basis of the generalized
QoS framework. In the flow establishment and renegotiation phases, the QoS

mapping module translates user QoS requests into QoS candidates that are under-



CHAPIER 4. QOS CONTROL WITH MULTI-AGENT SYSTEM 82

standable for the system (terminals and networks). The QoS negotiation module
selects the QoS for each media stream from the QoS candidates via intra-terminal
and inter—tenninél negotiations. The QoS admission module tests whether the
selected QoS will be guaranteed or not for the systeﬁl, and reserves the system
resources by resource reservation protocols if possible. Otherwise, the QoS ad-
mission module issues a renegotiation message for the QoS negotiation module.
Then the modules in the media-transfer phase succeed to the QoS management.
The selected QoS is transferred to QoS control and management mechanisms. A
real-time flow control module ih the QoS control mechanism tries to maintain the
QoS through flow filtering, flow shaping, flow scheduling, and so forth. In the
QoS management mechanism, the QoS monitoring module perceives fluctuations
in system resources, and notifies the QoS management module. The QoS manage-
ment module deals with the QoS adjustment within the admissible range, which is
specified by the user, using the resource information. The real-time flow control
module receives the adjusted QoS, and continues QoS maintenance. When the
QoS management module can no longer perform the QoS adjustment because, for
examplé, the resource ﬂuctuation 1s too severe to recover, it issues a 1'enegrotiation

request message to the QoS negotiation module.



CHAPTER 4. QOS CONTROL WITH MULTI-AGENT SYSTEM 83

Terminal ; Fibw aris bl pad
PRRELOUIR Pl
UstI e uasts

QU mapping
Renézotiation Enil-to-snd negotiatisn .
. iRekovice reseryation protaeal : =
.
NN ———— - Terminal
Selepted and. ranged: QoS SpecificiQof | :

MRS transiir pliase.
Figure 4.1: A QoS management flow on the basis of the generalized QoS frame-

work.

4.3 An Agent-based Adaptive QoS Management Frame-

work

We propose an agent-based adaptive QoS management framework called MARM
(Multi-Agent Resource Management) framework as a common platform for var-

ious communication-intensive applications (Fig. 4.2). The MARM framework,
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Figure 4.2: An agent-based adaptive QoS management framework.

whose core is the QoS management flow presented in Fig. 4.1, consists of three

kinds of agents, a resource manager module, and a QoS interface.

4.3.1 Personal Agent

When a user has little knowledge on how to set the application-level QoS, the
user might provide abstract QoS requests for media streams. For example, the

user may utter “I want to view a video with a middle-size, fast rate, and fair
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quality.” A Personal Agent (PA) then interprets the abstract user-level QoS using
the user profile database, which reflects the user’s preference, and transfers it to
the QoS provision mechanisms as the application-level QoS. PA also updates the

user profile database using a learning mechanism.

4.3.2 Application Agent

An Application Agent (AA) selects the best viable QoS for each media stream
from the application-level QoS candidates by intra-terminal and inter-terminal ne-
gotiatiohs. By the best viable, we mean the QoS that maximizes the total user util-
ity under resource constraints. Since QoS negotiations do not need to be executed
in real-time, it is desirable that AA is deliberative to take optimality into consid-
eration from a global and long-term viewpoint. We define deliberative agents as
- the agents that can directly communicate with each other and utilize knowledge
to make a decision. In [9], research on various planning mechanisms used in

deliberative agent architecture is introduced.

4.3.3 Stream Agent

A Stream Agent (SA) adjusts the selected QoS within the admissible range speci-

fied by the user. Since QoS adjustment by the SA is carried out while the multime-
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dia applications are in operation, it must be done in real-time. Hence SA must be
reactive. We define reactive agents as agents that have simpler construction than
deliberative agents and behave according to their environment using distributed
and decentralized interactions between agents without any explicit knowledge or
inference mechanisms. One of the most famous reactive agents is the subsump-
tion architecture by Brooks [10]. By using a kind of the blackboard architecture

[13], we have implemented the reactive SA behavior.

4.3.4 Resource Manager and QoS Interface

A Resource Manager (RM) performs scheduling and reservation for the terminal
resources, such as CPU and memory. The QéS interface mediates between ter-
mihals and networks, and enables the terminal to reserve the network resources.
Instead of developing a new QoS interface, it is possible to utilize the existent

QoS interface architecture deployed in the OMEGA [2] or the QoS-A [4].
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4.4 A One-way Video System with Adaptive QoS Man-

agement

We have designed a one-way video system called MARM-Videol (Multi-Agent
Resource Management Videol) on the basis of the MARM framework. Figure 4.3
depicts the interrelationship between the MARM-Videol modules. In this section,
we will describe the agents’ behaviors according to the QoS flow.

oS

Dol User . Dipirating
Y

Distributed

Profile
database multimedia
application
_ open, send,
reate A4 recv, cloge
Resource Communication

libreay

Figure 4.3: The module interrelatiohship in the MARM-Videol (Multi-Agent Re-

source Management Videol).
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4.4.1 QoS Specification

In the MARM-Videol, a user specifies multiple ranged QoS candidates. Figure

4.4 shows an example of multiple QoS candidates for a video stream, and each

Figure 4.4: An example of setting of multiple QoS candidates for a video stream.
A user can set five QoS candidates from this font-end, and each QoS candidate
has three QoS parameters (the sizé, frame rate, and quantization scale). The user
can specify the priority order of the QoS parameters by choosing one from the

priority policies (the lower right window).
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Table 4.1: An example of specific profile database, which presents the relation-
ship between user’s abstract QoS expression, such .as small or slow, and the

application-level QoS defined by a specific value and a range.

Size. | Small | Middle | Large
Range - 10% | +/-10% | +/-10%
Frame rate Slow Middle Fast
Specific value 3 8 12
Range +/-2 +/-2 +7-2
Quality L ooy Middle High
Specific valug]| 50 70 a0
Range +/=10 +/=10 +/-10

QoS candidate has three media-specific QoS parameters (the size, frame rate, and
quantization scale) that are expressed abstractly. PA translates vthe QoS candidates
into the application-level QoS using a user-specific profile database such as that
in Table 4.1. The user profile database stores the mapping data between the user’s
abstract expression and specific values within a range, and the data can be updated
by learning. -

The user specifies the priority order of QoS parameters by choosing one from

the prepared priority policies. Examples of the priority policies include a defini-
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tive order, such that the size is the first, the frame rate is the second, and the
quantization scale is the third, and the order in which the lowest priority is given
for the highest quality of QoS parameter. The priority order of QoS parameters
is used when SAs perform.the QoS adjustment that will be described later. The
utility parameter is given for each QoS candidate, and represents the user’s sat-
isfaction when the QoS candidate is selected. The larger the vvalue of the utility
parameter is, the higher the user’s satisfaction. In Fig.4.4, if Flexibﬂity option
button is on, the range value in Table 4.1 is used, otherwise the range is set to 0
by compulsion and the application parameter has no range.

Two priority parameters, ranging from 1 to 100, are offered in the MARM-
Videol. One is the application priority, which represents the rank of application
among all applications in the terminal. The other is the stream priority, which

represents the rank of stream among all streams managed in the application.

4.4.2 QoS Selection

AAs select the best viable QoS from the multiple QoS candidates by intra- and
inter-terminal negotiations. In the intra-terminal negotiation, the AAs negotiate
the allocation of resources that maximizes the total user utility. The procedure

of the QoS negotiation is as follows. The AA who requests an intra-terminal
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negotiation sends a QoS negotiation request message to all AAs concerned on the
terminal. The AA who sends the request message is called the master agent. If an
AA receiving the request message can participate in the negotiation, it returns its
multiple QoS candidates and utility parameters tq the master agent. The master
agent selects a QoS set for the streams so that the total utility U defined in (4.1) is

maximized under the resource constraint conditions in (4.2).

U= w(S)logu(S,q), 4.1)
S
> rim(S,a) < B, (4.2)
s

where u(S, q) E (1,100) is a utility parameter Wllen a stream S has a QoS of ¢,
w(S) is the priority of stream S taking the priority of the concerned application
into consideration, and 7., (.S, ¢) is the amount of the m-th resource required by
processing of stream S with QoS ¢, and R, indicates the maximum availability
of the m-th resource. In (4.1) and (4.2), the summation is operated for all streams
involved in the negotiation.

The utility parameter u(.S, ¢) presents the user’s satisfaction when stream S
has a QoS of g. In the MARM-Videol, the utility parameters are specified by re-
spective users manually. Assuming that users are more sensitive to quality degra-
dation than to qual‘ity improvement, we have introduced nonlinear property by

logarithms.
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After the intra-terminal QoS negotiation, the AAs execute inter-terminal QoS
negotiation to resolve QoS conflicts between the stream sender and the receiver.
As a possible solution for the QoS conflicts, we have proposed an inter-terminal
negotiation using the cooperativ¢ game theory, where each AA exchanges the
terminal’s utility, which is defined in advance, and finds a compromise between
the sender and the receivers [11]. Another simple solution is to select the lowest
QoS among the QoS selections from the sender and the receivers. Which solution
should be chosen depends on the communication situation, e.g. the number of
terminals involved, or the number of resource to be considered. In the following
experiments, the latter simple solution was chosen because of its implementation

facility.

4.4.3 QoS Adjustment

After a ranged QoS candidate is selected by the AAs, the SAs residing in the
same terminal adjust the selected QoS parameters within the range provided by
PAs, and determine a specific QoS for each media stream. We adopt a kind of
the blackboard architecture [13] for the QoS adjustment mechanism, where the
SAs use priority parameters to order the QoS adjustment, and a priority threshold

parameter T'h is shared among the SAs as a common datum.
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Figure 4.5 shows the QoS adjustment procedure according to the asynchronous
and autonomous behaviors of the SAs. An SA monitors resources. If the SA rec-
ognizes a shortage or surplus (excess) of resources, it refers to 7'4. By comparing

its own priority parameters with T'h, it decides whether to execute the QoS adjust-

Common Data Moduole

* Threshold TR
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4, Update

Stieam Agent 3. QoRadjustment

Stzeam Agent Steam Agent
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* Qo8 parameters
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Figure 4.5: QoS adjustment procedure by the SAs. An SA monitors the re-
sources. If QoS adjustment is needed, the SA refers to the threshold 74, and
decides whether to execute the QoS adjustment by comparing its stream priority
with Th. If the QoS adjustment is executed, the SA updates Th. The SAs behave

asynchronously and autonomously.
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ﬁlent or not. If the SA undertakes the QoS adjustment (adjusts QoS), it updates the
value of T'h after the adjustment. The behavior of the SA for the QoS adjustment
differs according to whether there is a resource shortage or a resource surplus. For
| example, in a resource shortage, the SA degrades (decreases) the QoS parameter
stepwise according to the ascending priority order of the QoS parameters (by the
increasing QoS parameter priority order, and then the SA increases the value of
T'h). After the QoS adjustment, the SA increases the value of Th. In a resource
surplus, the SA upgrades (increases) the QoS parameter stepwise éccording to the
descending pn'ority order of the QoS parameters (by the decreasing QoS parame-
ter priority order, and then the SA decreases the value of T'h). After the QoS ad-
justment, the SA decreases the value of T'4. To this end, only low priority streams
. participate in the QoS adjustment when the resource shortage or excess is small,
while higher priority streams also participate in the QoS adjustment when the re-
source insufficiency is quite large. When all streams fail to adjust QoS because
the resource insufficiency is too large, the re-negotiation phase is invoked and the
application agenf negotiation starts to select new QoS for the media streams.
‘Th’s initial value is set to the maximum, minimum, or average value of all
priority parameters. Th updating is done by increasing (decreasing) a constant

value or by setting to the average value of the priority parameters of the SAs
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excluded from the QoS adjustment process. How T'h is specified and used is

described concretely in Section 4.5.4.
The QoS adjustment by stream agents is carried out reactively in media-transfer

phase, and it corresponds to the QoS management mechanisms in [1].

4.5 Experiments

To verify the behaviors and linkage of the agents in the MARM-Videol, we de-
signed a computer simulation system, which is called a simulator in the following,

on PC-AT machines, and conducted a set of experiments on the simulator.

Video: Servar A Video Server’s

Yideq Of isnt: |

Figure 4.6: The experimental network configuration in computer simulations.
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Table 4.2: Abstract user-level QoS for video streams used in the experiments.

| Size {Framerate| Cuartizationscale | Ltiline
0% cardidate#1 | Ltarge | Fast | High . | 100
(oS candidate#2 |  Middle’ 1 . Middle CHigh™ [ 8O
(oS candidate#3 | Middle | wWiddle | Lowe. .| .o BD
(oS candidate #4 | Middle | -Slow Low S AL
Oos candidate #5 | Small | Slow Low CURD

4.5.1 Configuration

Figure 4.6 illustrates the network configuration of the experiment, where a client

is connected to two video servers. One MARM-Video]l server application runs on

each server and two MARM-Videol applications run on the client. It is assumed

that multiple video streams are coming from each sender to the client, and each

video stream is either a real-time video or an accumulated video.

4.5.2 QoS Mapping

First, we describe how the QoS mapping mechanisms are executed in the simu-

lator. The multiple video QoS candidates are provided by the user in an abstract

expression as shown in Table 4.2 and the priority order of the QoS parameters

is chosen as the frame rate, quantization scale, and size in the experiment. The

size corresponds to the number of pixels in one frame, and it is represented as,



CHAPTER 4. QOS CONTROL WITH MULTI-AGENT SYSTEM 97

for example, 320 x 240. The frame rate corresponds to the number of frames to
be presented per second. The quantization scale is related to the quantization step
width used in video coding methods, and it takes an integer value between 1 and
100. The smaller the quantization scale, the smaller the encoded video data size,
but quantization scale values that are too small may make the user’s evaluation
low because of blurs or color defects in images.

‘The QoS mapping mechanisms propoéed in Chapter 2 are used. In the user
level, the multiple video QoS candidates are provided by the user in an abstract
expression as shown in Table 4.2. Also thé priority order of the QoS parameters
is chosen by the user as the frame rate, quantization scale, and size in the exper-
iment. Meanwhile, in the application level, the QoS needs to be expressed by a
specific value. PA interprets the abstract user-level QoS (Size, Frame rate, Quanti-
zation scale) in Table 4.2 into the corresponding application-level QoS expressed
by specific values by the user specific profile database in Table 4.1. Utility in Ta-
ble 4.2 is the same as the utility parameter representing the user’s satisfaction in
Section 4.4.2. The parameter values in Table 4.2 were determined subjectively.

Moreover the application-level QoS needs to be translated into the required
resource-level QoS. In the experiment, the CPU utilization rate consumed for de-

coding and presenting the video data and the bandwidth (throughput) needed to
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Table 4.3: The QoS mapping results for the user-level QoS in Table 4.2. Size,
Frame rate, and Quantization scale represent the application-level QoS, and CPU

and Bandwidth represent the resource-level QoS.

" Bize’ |Framerate| Quartization'scale | CPL%) | Bandwidth{kbps)

QoS candidare#1°| BAOX IS0 gl wn . E’s2e| . E?5559
(BS candidate#2] 520x280 | . B . 80 LU BEGY L AgRT0
(o5 candidate #3320 x 240" 8 . 50 | FRD , . 16885
(hod cdndidate g4 | 320X 240° 3 50 L0 (648
0o candidate#5:| 160x.120 3 R+ B D 700 - - ¥

send the encoded data between the sender and the receiver are selected as the
resource-level QoS. The former is referred to as CPU in percentage, and the latter
is referred to as Bandwidth in kilo-bits per second (kbps) in Table 4.3.

The QoS mapping (translation) between the application-level QoS and the
resource-level QoS is done by the AA using the spline QoS mapping scheme [12].
The QoS mapping result between the application-level QoS and the resource-level
QoS is shown in Table 4.3. Although a non-realistic value can be computed be-
cause of extrapolation, QoS candidates with non-realistic values should be ex-

cluded as impractical.
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4.5.3 Global and Long-term QoS Negotiation

Next, we present a scenario to show the resource allocation during the AAs’ QoS
negotiation. In the scenario, the receiver operates two applications, APL1 and
APL2. APL] receives video streams from the video server A, APL2 receives
video streams from the video server B, and each application can receive at most
two streams. In this experiment, it 1s assumed that the bandwidths between the
senders and the receiver and the senders’ CPU capability are enough to enable all
of four streams to select the best QoS candidate #1. Therefore only the receiver’s
CPU resource is taken account of as the system resource. The application priority
values for APL.1 and APL?2 are 50 and 100, respectively. APL1 deals with Stream
1 and Stream 2 and APL2 deals Stream 3 and Stream 4. The stream priority
values for Stream 1, 2, 3, and 4 are 90, 50, 90, and 50, respectively. Each time a
stream increases or decreases, the QoS negotiation is carried out to determine a
new resource allocation according to the application and stream priorities.

For the QoS negotiation, (4.1) and (4.2) are used to select a QoS set for the
streams. w(S) in (4.1) means the priority of stream .S and is expressed as the
product of a stream priority and an application priority, which is called the total
priority in the following. In this eiperiment, the total priorities for four streams are

computed as w(Streamnl) = 90 x 50 = 4500, w(Stream2) = 50 x 50 = 2500,
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w(Stream3) = 90 x 100 = 9000, w(Stream4) = 50 x 100 = 5000. u(S,q)
in (4.1) is a utility parameter and Utility in Table 4.2 is used in this experiment.
(4.2) means resource constraints and the receiver’s CPU resource is evaluated in
this experiment. Maximization of (4.1) was pan*ied out by searching all combina-
tions of QoS candidates and the number of combinations was at most 54 in this
experiment.

Figure 4.7 shows how the CPU resource on the receiver is allocated to the
streams as the number of streams changes. Initially no streams are transmitted,
and at 3s into the scenario Stream 2 is transmitted with QoS #2 (in Table 4.3),
which is the best viable QoS. At 12s into the scenario, Stream 1 transmission
begins and the QoS for Stream 1 and 2 are selected as #2 and #5, respectively,
because the pricp‘ity of Stream 1 is larger than that of Stream 2. At 26s into the
scenario, Stream 3 transmission from terminal B starts and three streams renegoti-
ate QoS to conclude that all streams share the same QoS #4. Then, at 36s into the
scenario, Stream 4 transmission starts, and QoS renegotiation among four.streams
allocates QoS #5 for Stream 1 and 2 and QoS #4 for Stream 3 and 4 by taking
the application and stream priority values into consideration. At 64s into the sce-
nario, Stream 3 transmission is terminated and the same QoS #4 is allocated to

the remaining three streams. At 68s into the scenario, Stream 4 transmission is
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terminated, and QoS #2 and #5 are selected for Stream 1 and 2, respectively, ac-
cording to the stream priority. At 81s into the scenario, Stream 1 transmission is
terminated, and Stream 2 retrieves QoS #2. Finally at 89s into the scenario, all of
the stream transmissions terminate.

From this experimental result, it is found that QoS allocation has been fairly
done according to the priority values, because we assumed ‘that the senders’ CPU
cépabﬂity are enough. However, when the sender’s CPU capability is limited, we
have to use the inter-terminal QoS negotiation mechanism‘descﬁbed in Section

4.4.2. Let us consider one example of the inter-terminal QoS negotiation. Assum-

-4-Total - Stream 1(90,50) Stream?2(50,50)
-« Stream3(90,100) -»- Stream4(50,100)
100 RS e
/ Sessorsese y S00d |
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Figure 4.7: An experimental result of CPU resource allocation by QoS negotiation

among AAs.
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ing that video server A can not deal with two video streams with QoS #4 at 26s,
we use the simple inter-terminal QoS negotiation to select the lower QoS between
the receiver and the sender. Then, the QoS of Stream 2 will decrease to QoS #5

because its total priority is the lowest, while Streams 1 and 3 will keep QoS #4.

4.5.4 Local and Short-term QoS Adjustment

We present a scenario to show the SAs” QoS adjustment for sudden and transient
resource variation. Although resource variation includes resource shortage and
surplus, we describe the latter case here.

The scenario succeeds the global and long-term QoS adaptation and its initial
condition was set to the same situation as at the point of 27s in Fig. 4.7, where
Stream 1, 2, and 3 stably shared the same QoS #4. At 1s, 30% of CPU load Was
additionally given by the simulator as an unexpected disturbance. Then, every SA
performed to QoS adjustment until a stable»situatic}n was recovered.

The SAs use the architecture illustrated in Fig. 4.5. The priority threshold
parameter 7'h has the same dimension as the stream’s total priority, that is the
product of a stream priority and an application priority. Invthis experiment, T'h
is set to the minimum total priority of all streams initially, and updating of T'h is

by increasing a constant value 1000. Monitoring period is set to 100ms for each
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SA. The simulator can increase or decrease the resource such as CPU utilization
on purpose for experiments. In a resource surplus case, an SA adjusts QoS by
degrading a QoS parameter according to the order that is given to the PA as the
user’s policy.

The result is shown in Fig. 4.8. Each SA can only perceive whether the CPU
utilizgtion is exceeded or not, although excessive CPU utilization rates over 100%
(éuch as 120%) are explicitly depicted to visualize the simulator operations in Fig.
4.8. Stream 2 that has the lowest total priority of SAs starts firstly QoS adjust-
ment. Then Stream 1 does QoS adjustment according to the threshold. Stream 2
degrades the size and the quantization scale in succession (at 1.5s), and the frame
rate (at 2.5s) until Stream 1 starts to QoS adjustment. Stream 3 keeps its QoS.

From this experimental result, it is found that the SAs successfully deal with
the abrupt resource change by autonomously adjusting its owﬁ QoS. Namely,
while Stream 2 with the lowest total priority degraded its QoS most, Stream 3

with the highest total priority kept its QoS.
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4.6 Conclusion

For communication-intensive applications using distributed multimedia, we have
proposed an agent-based adaptive QoS management framework. The adaptabil-
ity is targeted at various users’ QoS requirements and resource fluctuations. The .
adaptive QoS management task js accomplished by direct and indirect agents’ col-
laboration. The most remarkable and characteristic point is the mutually supple-
mental cooperation of AAs and SAs. Namely, in our approach, the AAs work in

the flow establishment phase for the global and long-term QoS adaptation, while

“Total -+ Steaml - Siream? |
“Steram3  o-—-Thresheld

£

TR,

“Threshold

CPU utiligstior

Figure 4.8: An experimental result of CPU resource allocation by QoS adjustment

among SAs.
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the SAs work in the QoS maintenance phase for the local and short-term QoS

I

adjustment.

As an example of the proposed framework-based multimedia application, we
developed a one-way video systems called MARM-Videol. The MARM-Video]
accepts abstract QoS requirements with utility from users, and manages media
stream QoS to maximize the total user utility under resource constraints. We have
evaluated the performance of MARM-Videol through experiments of computer
simulation, and it is verified that the proposed QoS negotiation and adjustment
mechanisms work appropriately. We have implemented MARM-Videol without
SAs in a laboratory testbed. This prototype system works practically on actual
computers connected by an ATM or Ethernet network. We are planning to extend
the prototype system to implement SAs. The assumption that users are more
sensitive to quality degradation than to quality improvement has to be verified by

further studies.
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Chapter 5

Application of CCS to Realistic

Environments

5.1 Introduction

In this chapter, application of the CCS approach to more realistic environments is
discussed. Firstly, the proxy server approach to which the CCS approach belongs
is reviewed again. Secondly, the CCS approach is applied to a realistic environ-
ment, and an error resiliency scheme is proposed by utilizing both channel and
source coding techniques. Thirdly, a QoS management architecture combining

the CCS approach and the MARM framework is shown. Finally, a CCS applica-

109
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tion to home networks is presented.

5.2 Related Work

Difficulties lie in adaptability to various individual user’s QoS requirements and
heterogeneous terminal and network performance [1]. A new paradigm to ap-
proach the problems is the proxy server approach.v The approach includes the
Video Gateway architecture [2], the cluster-based TACC (Transformation, Aggre-
gation, Caching, and Customization) server architecture [3], and the service proxy
approach [4]. In the Video Gateway architecture, the Video Gateway transcodes
one video format into another video format, and performs bandwidth adaptation
by rate-control. However, the Video Gateway did not refer to the receiver’s re-
source, and it did not also implement any applicat‘ion—level or user-level QoS con-
trol mechanism. In the TACC server architecture, a cluster of workstations can
serve tens of thousands Internet users datatype-specific distillation services, which
1s a kind of data filtering. However, handling of video streams was not referred in
the TACC server architecture, but only handling of text data or still images was
referred. The service proxy approach has been proposed to help mobile applica-

tions to be adapted to dynamically changing environments. In this approach, an
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application is partitioned into two pieces, one for a mobile computer and the other
for a stationary computer, and the mobile application is developed by composing
objects that contain small functionalities. The object composition can be changed
to adapt to the communication environmental changes. But it seems difficult to

reconfigure the object composition in real-time.

LAN

APLHL APL#2
Ii!!l III!I

Sender

Wircless ]
link @

nonpooponnoo
nogoopnoopog
nonoopDooonnn

Receiver #3

Wired
network

APL#I APLYA
® ||[®
0

Receiver #1

|

Figure 5.1: A realistic communication environment with heterogeneity.
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5.3 CCS Approach in Heterogeneous Environments

Figure 5.1 shows a realistic communication environment with heterogeneity. The
heterogeneities in terminal and network performance restrain a; video transmission
to multiple receivers. For example, in Fig. 5.1, when the sender delivers a stream
to the multiple receivers #1-#3 whose QoS requirements are different, the stream
QoS has to be set as the lowest QoS requirement. Especially the QoS gap increases
when a handheld terminal connected by wireless link such as the receiver #3 exists
in the multicast group.

Figure 5.2 shows CCS application into the heterogeneous environment of Fig.
5.1. CCS #1 is located in the intra-network of the receivers #1 and #2, and CCS
#2 is located between the wired netwérk and the wireless link to intermediate be-
tween the sender and the receiver #3. CCS #1 performs the aggregation of QoS
requirements from the receivers #1 and #2, and negotiates with the sender. Also,
receiving a media stream from the sender, CCS #1 transforms the media QoS ac-
cording to individual receiver’s QoS requirement, and distributes the transformed
media streams to the receivers. CCS #2 also performs QoS transformation ac-
cording to the receiver’s QoS requirement. In addition, CCS #2 enhances error
resiliency of the media stream. This error resiliency enhancement works effec-

tively when the receiver is connected by wireless link. Because wireless links can
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Figure 5.2: CCS application into the heterogeneous environment.

suffer from much higher BER up to 10~2 or more than wired networks [5].

5.3.1 Error Resiliency Enhancement Method with QoS Con-

sideration

An error resiliency enhancement method utilizing channel and source coding tech-

niques is proposed with relation to QoS management, and Fig. 5.3 shows its mod-

ule structure on the CCS.
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The error resiliency enhancement method works as follows; the CCS receives
the QoS requirement from the client as well as collects the network and client
terminal QoS information by resource monitoring or message passing from the
client. The CCS enhances error resiliéncy of the video stream by utilizing channel
and source coding techniques selectively. The channel coding techniques include
FEC (Forward Error Correction) and ARQ (Automatic Repeat reQuest), while

the source coding techniques include the RVLC (reversible variable length codes)

QoS Requirements

QoS Transforming
(Video Transcoding)

" Noise Resilience by Noise Resilience by

Channel Coding Source Coding
Techniques Techniques
(FEC, ARQ etc.) (H.263, MPEG-4 etc.)

Resource Management

Network or Terminal
QoS Information

Figure 5.3: Module structure on the CCS.
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[6]. Since the error resiliency enhancement increases the redundancies of codes,
available resource QoS of the network or the terminal also changes (generally de-
creases). The CCS then transforms the video QoS according to the resource QoS
and the QoS requirement from the client by the QoS mapping and transcoding
techniques.

We show an example of the error resiliency enhancement and QoS adjustment.
Here, the case of 384.0 kb/s of wireless link between a receiver and a CCS (which
is supposed to be realized in IMT-2000) and M-JPEG for the video compression
technique is assumed.

When the BER is low, thé FEC of coding rate 2/3 yields a data payload of
256.0 kb/s. Figure 5.4 shows the relationship between the M-JPEG parameters
(video QoS), that is frame size, frame rate, 'a1‘1d a quantization scale, and the band-
width value (network QoS) obtained by a QoS mapping technique. Figure 5.4
tells that a frame size of 320 x 240, a frame rate of 5, and a quantization scale of
90 can be substantiated as transcoding parameters for the payload (the point A in
Fig. 5.4).

When the BER becomes higher, the coding rate of FEC is decreased to 1/2 and
the RVLC, whiéh also decreases the coding rate by 10%, is used by the CCS. Ac-

cordingly the data payload decreases to 174.5 kb/s. As the result, the transcoding
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parameters have to be adjusted, and Fig. 5.4 tells that a frame size of 320 x 240, a
frame rate of 5, and a quantization scale of 80 (the point B in Fig. 5.4) or a frame
size of 320 x 240, a frame rate of 3, and a quantization scale of 90 (the point C in
Fig. 5.4) can be substantiated. Which point is chosen between the points B and C

depends the requirement from the client.
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Figure 5.4: The relationship between the M-JPEG parameters and the bandwidth

value.
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5.4 Combination of CCS and MARM

While the CCS approach is suitable for a configuration of transmission from a
server to multiple receivers, the MARM framework is suitable for a configuration
of transmission from multiple servers to a receiver, Combining the CCS approach
and the MARM framework realizes a QOS management for a configuration of
transmission from multiple servers to multiple receivers.

In the following, a scenario shows that the CCS is able to contribute to mul-
ticasting in a heterogeneous environment in conjunction with the MARM frame-

work.

5.4.1 Testbed COnﬁguration

To evaluate the MARM framework and the CCS approach performance, we have
built a laboratory testbed. The testbed network configuration is illustrated in Fig.
5.5, which comprises two video sénders, two receivers, and a CCS. All machines
except for the receiver #2 are desktop-type PC-AT machines (Windows NT), and
the receiver #2 is a portable PC-AT machine (Windows NT). All n}acl)ines are
connected over an ATM network. In the following, we focus on CPU resource

management because limitation for the CPU resource is tighter than the one for
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the network resource in our testbed.
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Figure 5.5: The testbed network configuration.

5.4.2 Application Agent Negotiations

The first experiment shows the QoS management for multiple M-JPEG video
streams by AA negotiations. In the experiment, the receiver #1 receives multiple
video streams from two senders, the sender #1 and #2. Each stream has five QoS
candidates in Table 5.1 specified by the user. In Table 5.1, the CPU utilization rate
and the bandwidth (throughput) for each specified QoS are for the receiver #1, and

these values are calculated by the AA using the spline QoS mapping scheme [7].
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Although a non-realistic value such as 3812.8% of the CPU utilization rate can be
calculated because of the spline extrapolation, QoS candidates with non-realistic
values should be excluded as impractical. Also Table 5.2 shows the CPU utiliza-
tion rate and the bandwidth (throughput) for each specified QoS for the receiver

#2. All of QoS mapping values in Tables 5.1 and 5.2 are for the M-JPEG coding.

Table 5.1: QoS candidates used in the experiment. CPU and Bandwidth are calcu-
lated for the corresponding set of Frame size, Frame Rate, and Quantization scale

for the receiver #1.

Size Framerate | Quantization scale | CPU{%) B andus dih{ bps)
Q05 candidate #1 540 x 420 12 S0 38128 325559
QoS candidate #2 320 x 240 2 Q0 35.0 467.0
Q08 candidate #3 320 z 240 8 30 780 1695
QoS candidate #4 220z 240 3 a0 30.0 548
Qof candidate #3 180 x 120 3 30 130 334

Table 5.2: QoS candidates used in the experiment. CPU and Bandwidth are calcu-
lated for the corresponding set of Frame size, Frame Rate, and Quantization scale

for the receiver #2.

Size Framerate | Quantizaticm scale | CPU(%) | Bandwididbps
Q05 candidate #1 640 x 480 12 0 4188.4 631487
QoS candidate #2 320 =240 3 a0 521 412.0
o8 candidate #3 320 % 240 3 a0 513 1149
Q08 candidate #4 320z 240 3 a0 257 517
(08 candidate #5 160 %120 3 50 170 414
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QoS candidate #1 is véry high quality QoS, and Table 5.1 shows that it is im-
possible to be realized in the present testbed system. Since the number of streams
changes according to time, the video QoS has to be controlled by the AA negoti-
ations under the limitation of the receiver’s CPU resource.

The receiver #1 operates two applications, APL1 and APL2, and APL] re-
ceivés video streams from the server #1, while APL2 receives video streams from
the server #2. The application priority values for APL1 and APL2 are 50 and 100,
respectively. Figure 5.5 shows how the CPU resource on the receiver is allocated
to the streams as the number of streams changes. Each time a stream increases
or decreases, the QoS negotiation is carried out to determine a new resource al-
location according to the application and stream priorities. In Fig. 5.5, APL1
deals with Stream 1 and Stream 2 and APL2 deals Stream 3 and Stream 4. The
stream priority values for Stream 1, 2, 3, and 4 are 90, 50, 90, and 50, respectively.
From this experimental result, it is found that QoS‘ allocation has been fairly done
according to the priority leues. For example, two video streams with different
priority values were transmitted from each sénder, and AAs negotiated QoS for
these four streams. Eventually, QoS #5 was allocated for Stream 1 and 2 and QoS
#4 was allocated for Stream 3 and 4 by taking the application and stream priority

values into consideration.
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5.4.3 QoS Transformation by CCS

The second experiment shows the QoS transformation by the CCS. In the experi-
ment, the sender #2 multicasts an MPEG-1 video stream (352 x 240 pixels and 30
frames/s) to the receiver #1 and the receiver #2. It is assumed that there are enough
terminal and network resources for the receiver #1 to process the MPEG-1 video
stream. However, since the receiver #2 is equipped with only an M-JPEG de-
coder because of its lightweight processing, it cannot process directly the MPEG-
1 video stream. Hence the CCS intermediates between the sender and receiver,
transcodes the video format, and transforms the video QoS. In our testbed, the
CCS is equipped with an MPEG decoding board and an M-JPEG encoding board
for real-time implementation of the transcoding module. Consequently the CCS
transcodes the MPEG-1 stream into an M—JPEvaideo stream (320 x 240 pixels,
8frames/s, quantization scale 90), and sends the M-JPEG stream to the receiver #2.
The QoS values can be determined by the QoS mapping results in Table 5.2. The
receiver #2 can receive the M-JPEG stream with desirable QoS without distubing
the MPEG-1 stream receiving of the receiver #1.

When the MPEG-1 stream QoS cannot be kept because of unexpected system
disturbance such as the network congestion or the user’s QoS request changes,

the CCS recalculate a viable QoS parameters for the new situation. For example,
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when 60% of additional CPU utilization is loaded to the receiver #2, the QoS
candidate #2 cannot be kept yet. Then the QoS candidate #3 is selected by the
CCS and a new M-JPEG stream with the new QoS parameters will be sent to
the receiver #2 without changing the QoS parameters for MPEG-1 stream for the

receiver #1.

5.5 CCS Application to the Networked Home

As a typical application example of CCS and the proposed QoS transfonﬁation
mechanism, we now discuss networks for the home.v Thanks to the advent of
the IEEE 1394, IEEE 802.11, and Bluetooth standards, various digital electronic
devices including TV and stereo systems and PCs are expected to be connected in
the ordinary home in the future. Also, the existing phone lines or power lines may
become the infrastructure of the home network. A home equipped with a2 home
network that connects the electronic devices and PCs is called the networked home
[8]. In addition, the networked home will be connected to the Internet, and a so-
called home server will provide the access interface for the Internet.

The petworked home will be a representative example of a heterogeneous

communication environment, since the media processing performances of elec-
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tronic devices and PCs will vary individually. Moreover, the network performance
varies according to the technology used, that is, some devices connected by a
rather fast network such as IEEE 1394, some are connccted by a wireless link like
Bluetooth, and others use a slow power line infrastructure. In such a heteroge-
neous networked home environment, it is desirable for the home server to provide
the QoS transfoﬁnation mechanism.

Figure 5.6 is an example of CCS application to a networked home, where the
CCS plays the role of the home server. The home network is connected to the
Internet by a Cable TV network that has the throughput of about 30-40 Mbps for

the downlink. In the networked home, a desktop PC is connected by Ethernet

!
\

Internet

¥
¥

Figure 5.6: An example of CCS application to a networked home.
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performing at about 4-5 Mbps, and a portable PC is connected by a wireless LAN
(the IEEE 802.11) performing at about 1 — 2 Mbps. The laboratory testbed we

developed aims at this example of the networked home.

5.6 Conclusion

In this chapter, some aspects of application of the CCS approach to more real-
istic environments were described. The discussion included an error resiliency
scheme, combination of the CCS approach and the MARM framework, and CCS
application to the networked home. Accordingly the CCS is useful to mitigate
the complex QoS negotiation in the MARM framework, and facilitates multicast-
ing of media streams in heterogeneous environments. One of the most promising
application domains of the CCS is a home serve in the networked home. Also,

the CCS can be applied to as the edge server in CDN (Content Destribution or

Delivery Network) [9].
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Chapter 6

Multimedia Communication

Coordination

6.1 Introduction

Controlling QoS in heterogeneous communication environments needs a consid-
eration of policies that rule QoS agreement among the end-users who use a dis-
tributed multimedia service. Although there are several studies about manage-
ment of the QoS policies [1], they were targeting QoS management only at the
network léye1' (e.g. [2]. Since concept of QoS need to be extended up to the

user layer because quality should be ultimately judged by the end-users, the QoS
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policy management should be extended into a multi-layer architecture. Fukuda et
al. [3] proposed a method to decide required bandwidths, which is one of network
QoS parameters, in consideration of the relationship of application-layer QoS pa-
rameters and user’s preference on video quality, where the user’s preference was
evaluated by subjective tests. There was a QoS consideration through multi-layers
for a video transmission service, but the video transmission was limited between
a server and a client.

Assuming a best-effort network with no reservation mechanism as the infras-
tructure, this chapter deals with a multimedia service based on a layered QoS
model among multi-users, where the QoS policy agreemvent among the multi-
layers is considered. In the user layer, some agreement among the users is brought
out considering outputs from the lower layers. The agreement goes down to the
user and application layers below. In the application layer, the application-layer
parameters are translated into the resource requiremen’ts. In the system layer, if
there is a resource conflict, it is solved according to a QoS policy and the solution
is fed back to the upper layers up to the meta-user layer. This multi-layered multi-
media service mechanism is called multimedia communication coordination. As
an application of the multimedia communication coordination, a chat system with

video transmission is developed. In this application, similarity of respective users’
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interests is a policy in the meta-user layer, and resource constraints are the QoS
policies to solve the QoS conflicts among video streams in the system layer.

The concept that supports this line of research is realization of adaptive multi-
media communication coordination, that is to provide networked multimedia ser-
vice adaptively according to variety of communication systems and fluctuation of
communication systems to satisfy user’s requirements. The multimedia communi-
cation coordination consists of system-oriented and qser—oriented communication
coo!rdinati'ons shown in Fig. 6.1. Namely, colla}boration of the system and the user

is expected to creat a new paradigm of multimedia service.

Systenruriented Gommunication Cocrdination § § Uzer—criemtsd Gommuniaation Coordination

Figure 6.1: Communication coordination by system and user collaboration.
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6.2 Model

The video chat system that we are developing is based on the generic Layered
Adaptive QoS (LAQoS) model that we proposed. The LAQoS model is composed

of the following elements (Fig. 6.2).

Entity

P—
_ =
Input % @Q\'?é‘\;@

Mechanism

Cutput

Figure 6.2: Elements in the LLAQoS model. -

e Entity
An Entity is a unit which performs a layer-specific function. Entity consists

of a Policy and a Mechanism, receives Inputs, and brings out an Output.

e Mechanism

A Mechanism subsumes Entities of the lower layer and is created by an

Interaction of them.

e Policy
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A Policy is a evaluation function for the interaction of the subsumed Enti-

ties.

e Input

An Input consists of Outputs from other Entities in the same layer and con-

straints from the upper layer.

‘e Output
When a Mechanism is driven by an Input, an Output from the Entity is
sent out as a collection of outputs of Entities subsumed in the Mechanism.
The output of each Entity subsumed is, for example, a constrained resource

value in the system layer.

Figure 6.3 shows the layered model of the video chat system that we are de-
veloping. This model is a specification of the generic LAQoS model. In the
meta-user layer, the participating users use a chat module to communicate. A chat
server observes the conversation and finds out the users’ relationship as similarity
of interests by a distance measurement of key word vectors for users’ utterance
[4]. The distance measurement plays a role of policy in this layer. In the user
layer, it is assumed that a user uses the specified video chat application solely and

no conflict among applications occurs, so that the Entity is identified with that in
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the application layer. In the application layer, an application subsumes multiple
resources to be consumed. Although a policy is needed to regulate the multiple
resources when there is any interaction among them, no policy is implemented
in the actual video chat system at present because there is little need of control-
ling between the CPU and network resourceé. In the system layer, there are two
kinds of Entities for the CPU and network resources. The mechanism of CPU
Entity is simple. It is regulated to stay within the available upper limit because it
is assumed that an application éccupies the CI;U resource in an end-system. On
the other hand, the mechanism of network resource Entity is more complicated
because the network resource has to be shared among plural applications in the
best-effort network that we assumed. To this end, a priority parameter is intro-
duced to differentiate the users (end-systems) priority. The policy in the network

resource Entity performs bandwidth allocation based on the priority parameter.

6.3 Implementatioh

Based on the LAQoS model, we are developing a chat system with video trans-
mission on a laboratory network. The overall basic design of the chat system is

shown in Fig. 6.4. Figure 6.5 also presents a brief logical architecture of the sys-
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Figure 6.3: Layered model of the video chat system that we developed based on

the LAQoS model.

tem including n client end-systems, a video mediation server, and a chat server.
Chat text data are distributed via the chat server, which analyzes the data and finds
relationships among the users based on the policy in the meta-user layer. Vidéo
data of respective user faces are intermediated by the video mediation server to
be transmitted to the appropriate companions with adjusted QoS. Before this, net-

work resource allocation is carried out based on the policy in the system layer by
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Figure 6.5: Logical architecture of the video chat system.
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Figure 6.6 presents an architecture of chat communications. Chat communica-

tions consist of the chat client control module and the chat server control module.

The chat client control module sends the text data input by a user to the chat
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server and presents the text data from other users sent by the chat server. The chat
- server control module manages connection establishment and release with the chat
clients and distributes the text data from a user to other users. Also, the chat server
control module has an interface with the similarity computation module.

Figure 6.7 presents an architecture of video communications. The video cap-
ture and send module captures a video stream from a video capture card equipped
at a client terminal and sends it to the video server. The frame size, frame rare,
and etc. are controlled by the QoS adjustment module. and the chat server control

module.

Similarity
computation
server

Figure 6.6: Architecture of chat communications.
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Video mediation
server

Figure 6.7: Architecture of video communications.

6.4 Conclusion

A QoS mechanism which meets a QoS policy agreement from the most-top meta-
user layer to the lowest system resource layer has been proposed. Based on it, we
are developing a video chat system that is expected to provide more user-centric
multimedia services. This chapter presented the overall design of the video chat

system.
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Chapter 7

Conclusions

In this report, controlling quality of image media transmitted in heterogeneous
communication environments has been studied. Since the degree of quality (or
QoS) should be judged by the end-user, deployment of QoS control from the end-
user’s viewpoint has been discussed, and a layered QoS model from the User QoS
level to the Resource QoS level was proposed. On the assumption that the infras-
tructure networks are best-effort, a networking architecture with a proxy server
and a QoS adjustment scheme were proposed for video transmission applications.
An adaptive QoS management framework based on the multi-agent system was
proposed, too. Applications of the proxy sérver and multi-agent approaches to

realistic communication environments were discussed.

139
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| In Chapter2, a generic multi-level QoS model was presented for distributed
multimedia applications, and studies of QoS mapping from one level to other
level lwere reviewed. Then a realistic QoS mapping mechanism composed of QoS
mapping methods was presented. One method maps the highest user level QoS
into lower level QoS by user-specific profile data, and the other method performs
mapping among lower level QoS parameters than the user level by spline func-
tions. The second spline QoS mapping method, which is a novel idea, is adaptive
to both of user requirements and changeable environment. The maﬁping results
by the natural spline and the B-spline QoS mapping functions were compared us-
ing the actual measured data of video QoS. It was found that the B-spline QoS
mapping functions showed better results once the knots for spline function were
selected appropriately. The further research iésues include the way of determi-
nation for zippropriate positioning of the knots in B—spliné functions, and an auto-
matic acquisition of the user-specific profile data. Also, relevance of QoS between
the application and user levels was discussed by showing valuable subjective test
results for QoS evaluation.
In Chapter3, a QoS management architecture was presented for distributed
multimedia applications in heterogeneous communication environments. In the

proposed architecture, a proxy server called CCS intermediates between a video
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sender and a receiver or a group of receivers and manages the QoS adjustment.
The CCS monitors the currently available resources and receives the QoS and re-
source information from the rec_eiver(s)v. Based on these information, the CCS
calculates a feasible QoS for each receiver to utilize the system resources effi-
ciently. Then the CCS carries out the transcoding to transform the video QoS to
satisfy the receivers’ requirements.

Prototype systems of the CCS were implemented in a laboratory testbed. In
the prototype systems, the transcoding mechanisms between MPEG and M-JPEG
codings were implemented in hardware or software. With the prototype system,
it is verified that the CCS can resolve the network and terminal heterogeneities
between the sender and receiver sides by the transcoding and the QoS adjustment
mechanism. As further research, scalability of the CCS architecture, that is how
many receivers the CCS can deal with in which conditions, must be studied.

In Chapter4, for communication-intensive applications using distributed mul-
timedia, we proposed an agent-based adaptive QQS management framework. The
adaptability is targeted at various users’ QoS requirements and resource fluctua-
tions. The adaptive QoS management task was accomplished by direct and in-
direct agents’ collaboration. The most remarkable and characteristic point is the

mutually supplemental cooperation of AAs and SAs. Namely, in our approach,



CHAPTER 7. CONCLUSIONS 142

tﬁe AAs work in the flow establishment phase for the global and long-term QoS
adaptation, while the SAs work in the QoS maintenance phase for the local and
short-term QoS adjustment.

As an example of the proposed framework-based multimedia application, we
developed a one-way video systems called MARM~Video]. The MARM-Videol
accepts abstract QoS requirements with utility from users, and manages media
stream QoS to maximize the total user utility under resource constraints. We have
evaluated the performance of MARM-Videol through experiments of computer
simulation, and it is verified that the proposed QoS negotiation and adjustment
mechanisms work appropriately. We have implemented MARM-Videol without
SAs in a laboratory testbed. This prototype system works practically on actual
computers connected By an ATM or Ethernet network. We are planning to extend
the prototype system to implement SAs. An extension to multiple media process-
ing, for example, video, audio, and their relationship, iks one of further research
issues.

In Chapter5, some aspects of application of the CCS approach and the MARM
framework to more realistic environments were described. The discussion in-
cluded an error resiliency scheme, combination of the CCS approach and the

MARM framework, and CCS application to the networked home. Accordingly the
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CCS is useful to mitigate the complex QoS negotiation in the MARM framework,
and facilitates multicasting of media streams in heterogeneous environments. One
of the most promising application domains of the CCS is a home serve in the
networked home. The future research and development should deal with imple-
mentations of the proposed approaches in a real heterogeneous communication
environment.

In Chapter 6, a conceptual idea of multimedia communication coordination,
which consiéts of system-oriented and user-oriented coordinations, was intro-
duced. A layered QoS model was pfoposed to meet a QoS policy agreement.
Then a chat system with video transmission was planned based on the layered
QoS model. The implemetation is not completed and proceeding yet.

In addition to the above-mentioned further studies for respective proposed ap-
proaches, there are three generic future research issues. The first issue is how
to decide QoS policies to keep QoS fairness, that is to arrange a QoS allocation
among the users concerned not to make any partiality. This issue is related with
costs of QoS in multimedia communicatiéns. The second issue is how to construct
or update the user-specific profile database introduced in Chapter 2. This issue is
quite difficult because it requires the analysis of human thinking and feeling pat-

terns. Learning mechanisms such as an inforcement learning may be useful to
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solve the issue. The final issue is how to apply the probosed approaches to actual
situations. Although some aspects of application of the proposed approaches to
realistic environments were discussed, there are several points to be considered:
scalablity of the terminal number that the CCS can take care of, applicability of
the CCS to various standards such as the IEEE 1394 and Bluetooth, relaxation of
the best-effort assumption to cooperate with other QoS mechanisms, and so on.
Year after year, bandwidths of networks broaden and performance of end-
system advances. Therefore, existent media processing technologies will progress,
and new multimedia services will appear. Hereupon, it will be important to de-
velop the technologies and services from the viewpoint of the end-user, since the
quality of multimedia services should be judged by the end-user. Moreover, per-
sonalization of service, that is service provision according to each user’s require-
ments, will open the door of a new “multimedia network society” era. It is gf‘eatly
desirable that this report will contribute to the evolution of the new era as well as

the improvement of quality fo people’s life.
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