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Abstract 

An ongoing area of research concerns the app!i~ation of connectionist methods 
to speech recognition. Here, a new speech recogmt10n system using the neurally-
inspired Learning Vector Quantization (LVQ) to train HMM codebooks is described. 
Both L VQ and HMMs are stochastic algorithms holding considerable promise for 
speech recognition. In particular, L VQ is a vector quantizer with very powerful classi-
fication ability, as shown in the high phoneme recognition rates obtained in [McDer-
mott & Katagiri; Proc. of ICASSP 89, 9.S3.1, pp. _81-84, 1989]. HMMs, on the other hand, 
have the advantage that phone models can easily be concatenated to produce long ut-
terance models, such as word or sentence models. The new algorithm described here 
combines the advantages inherent in each of these two algorithms. Instead of using a 
conventional, k-means generated codebook in the HMMs, the new system uses L VQ 
to adapt the codebook reference vectors so as to minimize the number of errors these 
reference vectors make when used for nearest neighbor classification of training vec-
tors. The L VQ codebook can then provide the HMMs with high classification power 
at the phonemic level. ・ 

Using a large vocabulary database of 5240 common Japanese words uttered in 
isolation by a male speaker, two main comparisons were performed to evaluate the 
L VQ-HMM hybrid: 

(1) Comparison of the hybrid algorithm with TDNN [Waibel et. al.; Proc. of 
ICASSP 88, S3.3, pp.107-110, 1988] and Shift-Tolerant LVQ [McDermott & Katagiri; 
Proc. of ICASSP 89, 9.S3.1, pp. 81-84, 1989]. Phoneme recognition experiments were 
performed using the same data as used in TDNN and Shift-Tolerant LVQ, for 7 Japa-
nese phonemic classes. For these tasks, the new algorithm yielded very high perfor-
mance, comparable to that of TDNN and Shift-Tolerant L VQ. 

(2) Comparison of the LVQ-HMM hybrid with HMMs using conventional k-
means generated codebooks. Phoneme recognition experiments were performed us-
ing phoneme tokens for 25 phoneme categories. In these experiments, the LVQ-HMM 
hybrid achieved recognition error rates 2 or 3 times lower than those of HMMs using 
codebooks designed by k-means clustering. 

These results demonstrate that by using L VQ instead of k-means to generate 
HMM codebooks, the high discriminant ability of LVQ can be integrated into an 
HMM architecture easily extendible to longer utterance models, such as word or sen-
tence models. 
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1. Introduction 

Recently, pattern classification methods using multi-layer perceptrons (for ex-

ample, TDNN) or the neurally-inspired Learning Vector Quantization (LVQ) have at-~ 

tained excellent performance on phoneme recognition tasks (3, 5]. There have been a 

number of recent proposals, and some encouraging results, as to how one might ex-

tend these highly discriminant models to longer utterance models [15, 16, 17, 18]. This 

is an ongoing area of research. 

Hidden Markov models (HMMs), on the other hand, have been successfully ap-

plied to many speech recognition tasks, ranging from phoneme recognition tasks to 

large vocabulary speaker-independent continuous speech recognition systems [9]. An 

advantage of HMMs is that it is very easy to extend phone models to long utterance 

models such as word or even sentence models. On the other hand, HMMs are some-

what lacking in discriminant power, especially when compared to neural network 

models [5]. 

There have been a number of recent studies concerning the links between neu-

ral nets and HMMs, and suggestions for improving the discriminant ability of HMMs 

[8, 11, 13, 14]. In the case of LVQ, a very straightforward possibility for integration into 

an HMM framework easily extendible to word or sentence models is simply to use 

L VQ to generate a discriminant HMM codebook, instead of the conventional LBG or 

k-means clustering algorithms. By integrating HMMs and LVQ in this way, we hope 

to combine the advantages inherent in each of these algorithms. We here present 

phoneme recognition results for this hybrid system which show that the high dis-

criminant power of L VQ can be used in an HMM framework extendible to word or 

sentence recognition of continuous speech. 

2. HMMs with an L VQ Codebook 

2.1. Review of L VQ2 

L VQ, recently developed by Teuvo Kohonen [1, 2], is an algorithm for vector 

quantization that is very closely related to Kohonen's work on self-organizing feature ¥ 

maps [1]. 

The goal of LVQ is to use reference vectors to divide the vector space in a pat-

tern classification problem with decision lines that will correspond as closely as possi-

ble to the optimal Bayes decision rule. L VQ was shown in [3, 4] to yield very high pho-
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neme classification rates even for a small number of reference vectors. We here de-

scribe the algorithm. 

There are currently two versions of LVQ; here attention is focussed on LVQ2 [2]. 

In L VQ2, each category to be learned is assigned a number of reference vectors, each of 

which has the same number of dimensions as the input vectors of the categories. In 

the recognition stage, an unknown input vector will be categorized by finding the ref-

erence vector that is closest to that input vector. The category that the reference vector 

belongs to will be~iven as the categorization of the unknown input vector. In the 

learning phase, then, L VQ2 attempts to adapt the positions of the reference vectors 

such that each input vector has a reference vector of the right category as its closest 

reference vector. 

Kohonen, in his formulation of the LVQ2 algorithm, is particularly concerned 

with the problem of what to do when the class distributions overlap. If there is over-

lap, it is impossible to separate the classes perfectly; the task becomes that of finding 

the decision line that will minimize the number of misclassifications. This will be 

achieved by a decision line at the place where the class distributions cross. Ideally, a 

neural network should generate decision lines that approximate this optimal line. 

This is the motivation for L VQ2. 

Figure 1 helps to illustrate vector adaptation in L VQ2, for a simplified one-

dimensional situation. For a given training vector x, three conditions must be met for 

learning to occur: 1) the nearest class must be incorrect; 2) the next-nearest class 

(found by searching the reference vectors in the remaining classes) must be correct; 3) 

the training vector must fall inside a small, symmetric window defined around the 

Optimal 
boundary→ 

Actual boundary 
メ

di (x 

x: training vector belonging to class j 

叫，mj: reference vectors of class i,j 

di ,dj : distributions of classes i,j 

Fig.1 L VQ2 in 1 dimension 
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midpoint of mi and m---this midpoint ("mid-hyperplane") being the decision bound-
J 

ary effected by the two vectors. If these conditions are met, the incorrect reference vec-

tor is moved further away from the input, while the correct reference vector is moved 

closer, according to: ¥ 

m/t+1) =叩t)-a (t) (x(t) -mi(t)) 

m-(t+ 1) = m-(t) + a (t) (x(t) -m-(t)) 
J J J 

where x is a training vector belonging to class j, mi is the reference vector for the in-

correct category, m. is the reference vector for the correct category, and a (t) is a mon-
J 

otonically decreasing function of time. 

It can be seen that this scheme a,ssures that the decision line between the two 

vectors will eventually be very close to the optimal Bayes boundary given the proba-

bility distributions of the categories (in Fig. 1, d/x) and d-(x)), at the place where the 
J 

distributions cross. 

2.2. Review of Shift-Tolerant L VQ 

The Shift-Tolerant L VQ phoneme recognition architecture referred to here was 

described and evaluated in [3], and illustrated here in Figure 2. In this architecture, 

each phoneme to be recognized is assigned a number of reference vectors. For the pur-

pose of achieving a degree of tolerance to temporal shifts in the phoneme tokens (rep-

resented in [3] as 15 frames of 16 FFT coefficients), a 7-frame time window is defined, 

and shifted over the phoneme token, one frame at a time. Each position of this win-

dow yields an input vector of 112 dimensions, which is first used for K-means genera-

tion of an initial set of reference vectors, and then for L VQ2 training. The K-means 

initialization here is performed for just one category at a time, using only the tokens 

of that category. In this paper, we refer to this K-means procedure as "K-means each." 

This procedure was shown in [4] to be more effective as an initialization procedure for 

the Shift-Tolerant LVQ architecture than the more usual procedure、whereK-means 

clustering is performed for all categories at the same time. 

In the recognition phase of this architecture, the time window is shifted as be-

fore, and for each position of this window over the token, a simple measure of activa-
tion is calculated for each phoneme category. When the window has been fully shift-

ed over the token, the activations over time are summed to yield final activations for 

each phoneme. The phoneme category with the highest activation is chosen as the 

categorization of the token. 

This architecture is described in greater detail in [3]. 

f
ー
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Fig.2 L VQ system architecture 
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2.3. L VQ-HMM System Architecture 

Figure 3 shows a block diagram of a conventional HMM. In this model, the 

codebook is generated by the well-known K-means clustering algorithm. We will re-

fer to this model VQ-HMM. On the other hand, Figure 4 shows the new model we are 

proposing here. In this model, the codebook consists of highly discriminant reference 

vectors generated by LVQ training. We will refer to this model as LVQ-HMM. 

Figure 5 shows a block diagram of phoneme recognition using LVQ-HMM. In 

initializing the codebook, we first cluster all the feature vectors of the training sam-

ples, and generate a predetermined number of reference vectors. Next this codebook 

is trained using L VQ2 in order to provide the codebook with high classification abili-

ty. As in the usual HMM method, this codebook is used to convert all the training 

samples into a code sequence which is then used to estimate the parameters of each 

HMM. To evaluate the resulting phoneme models on unknown data, test samples 

were also converted to a sequence of codes. 

-

l

 

,' 
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□ --
Data 

Fig.3 The concept of VQ-HMM 

□-
Data 

Fig.4 The concept of LVQ-HMM 
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Results 

Fig.5 Block diagram of phoneme recognition using L VQ-HMM 

2.4 Phone Models 

There have been numerous studies, for instance [12], concerning the architecture 

that should be used for phone models. Here we summarize some conclusions. 

1) There should be at least 3 states with loops per model. 

2) The last state should not have a loop. 

3) There is usually little difference in recognition rates between models that used tied 

arcs and models that don't. 

Taking these considerations into account, we used the phone model structure 

shown in Fig. 6. In this figure, a•• is the transition probability from state i to state j; lJ 
and bik is the output probability of code k when there is a transition from state i. 

3. Phoneme Recognition Experiments 

The purpose of the following experiments was to evaluate the LVQ-HMM hy-

brid model proposed here. We performed two main comparisons: 

1) Comparison of the new algorithm with Shift-Tolerant L VQ [3] and TDNN [5, 6]. 

In this experiment, phoneme recognition experiments were performed using the 

same data sets as used in TDNN and Shift Tolerant L VQ, for 7 Japanese phonemic 

classes. 
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s: State 
a: Transition prob. 
b: Output prob. 

Fig.6 Phoneme model structure. A phoneme model consists of a left-to-right four 
state HMM. It is assumed that all the output probabilities associated with one state are 
equal. 

2) Comparison of the LVQ-HMM hybrid with HMMs using conventional K-means 

generated codebooks. Phoneme recognition experiments were performed using pho-

neme tokens for 25 phoneme categories. Instead of using a fixed frame length for the 

data tokens, as in comparison (1) above, we here used tokens with a variable frame 

length that depended on the duration of each phoneme sample in the database. 

3.1. HMM Training 

The a•• transition probabilities of the phoneme HMMs are all initialized to have 
lJ 

equal values. The initial values of the observation probabilities bik are set, for each 

code k, at the number of observations of the code k, divided by the number of observa-

tions of all codes. The Baum-Welch algorithm, based upon maximum likelihood esti-

mation, is used to train the HMMs. It is known that in this parameter estimation for 

phoneme models, convergence is attained after 5 iterations [12); we set the number of 

iterations at 7. In order to prevent the output probabilities from becoming zero, 

should the number of training samples be too small, smoothing was performed to 

keep the parameters larger than 1 o-6. 

3.2 Speech Data ~•I, 

The tokens we used in all our experiments are drawn from a database of about 

5240 common Japanese words, uttered in a sound-proof booth by a male professional 

announcer. The database was split into a training set and a testing set of 2620 utteranc-

es each, from which the phoneme tokens were then extracted using manually selected 
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acoustic-phonetic labels. The particular method of extraction is what differentiates the 

two data sets we used, which we now describe individually. 

3.2.1. First Data Set 

This data set is identical to the one used in Shift-Tolerant LVQ [3] and TDNN [6]. 

The phoneme tokens--for 23 phoneme categories, nearly covering the entire pho-

neme set for Japanese--were of fixed length and consisted of 15 time frames of 16 mel-

scale spectrum channels, with a frame rate of 10 msec. Input speech was sampled at 12 

kHz, hamming windowed, and a 256-point FFT computed every 5 msec. Melscale co-

efficients were generated from the power spectrum and coefficients adjacent in time 

were collapsed, yielding an overall frame rate of 10 msec. The coefficients were then 

normalized between -1.0 and 1.0 with the average at 0.0. These coefficients are dis-

played in Figure 2 as black or white squares of varying sizes, size representing magni-

tude, black for positive values, white for negative values. It should be noted that the 

token extraction rules used here were also the same as for the Shift-Tolerant L VQ and 

TDNN experiments. For vowels, the center frame of each token was set at the center 

position of the vowel. For consonants, the center frame was set at the border between 

the consonant and the following vowel. 

This first data set was split into training set and test set, each containing essen-

tially the same number of samples as the training and test sets used in Shift-Tolerant 

LVQ and TONN. 

3.2.2 Second Data Set 

The second data set is very similar to the first one, with the main difference be-

ing that here we used tokens with a variable frame length that depended on the dura-

tion of each phoneme sample in the database. Coefficients adjacent in time were not 

collapsed as in the first data set, and were normalized so that the average lay at 0.0 

(without limiting coefficient values between -1.0 and 1.0). This normalization was 

performed during L VQ training, with the LVQ time window length determining the 

duration over which the normalization was performed. The second data set also dif-

fers from the first in that it includes tokens from 2 additional phone classes, /f / and / 

j/, as well as tokens from some phoneme contexts that had been excluded from the 

first data set. Thus the second data set includes a greater variety of phonemic expres-

s10n. 

The second set too was split into a training set and a test set, of roughly equal 

sizes. 
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3.3. Preliminary Experiments on the lb/, /di, lg/ task 

In order to guide the two comparisons just mentioned, we first ran some pre-

liminary experiments on the task of recognizing /b/, /d/, and /g/, for tokens taken 1 
from the first data set. Specifically, the target of these preliminary investigations was 

to understand the effectiveness of LVQ compared to K-means as the generator of the 

HMM codebook, for two different codebook sizes and for two methods of K-means 

clustering. 

In these preliminary experiments, we also examined codebook distortion vs. 

classification rate. Whereas conventional HMM theory assumes that the codebook 

should minimize distortion, the LVQ-HMM hybrid we are proposing here suggests 

that a codebook should instead minimize the number of phoneme classification er-

rors. This is an important point, which will be illustrated in these preliminary /b/, / 

di, I g/ experiments. 
The training set here consisted of a total of 682 samples (219 for /b/, 203 for /d/, 

and 260 for /g/), while the test set consisted of 658 samples in all (227 for /b/, 179 for/ 

d/, and 252 for /g/). 

3.3.1 HMM Codebook Design: K-means Each vs. K-means All 

The two K-means clustering procedures we used were as follows. The first is 

here referred to as "K-means each," and consists in performing K-means on the train-

ing vectors of just one category at a time. This is a very fast process, yielding several 

codebooks--orie per category--which are then grouped together into a single code-

book. This contrasts with the more common method, here referred to as "K-means 

all," where the training vectors of all categories are considered at the same time. 

To test these two methods for K-means clustering, we looked at two codebooks, 

each consisting of a total of 255 reference vectors, generated from phoneme speech 

segments that are stepped through in time, as described in [3]. One of these codebooks 

was generated using K-means each (85 reference vectors per category), the other using 

K-means all. Each of these codebooks was then used as the codebook for a /b/, /d/, /g/ 

HMM, which was then trained with the method described above. 

Table 1 shows the classification rates on test data for these two HMMs. As shown 

in this table, the HMM with the K-means each codebook gives better classification per-

formance here, with less than half the error rate of the HMM using the K-means all 

codebook. Thus, these results suggest that K-means each is better suited to the goal of 

maximizing classification performance. This is in line with the results of similar in-

vestigations of these two methods of K-means clustering, reported in [4]. 

C
い
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Table 1 Recognition results on test tokens for a /b/, /d/, /g/ HMM system, for 
four different codebooks. K-means All refers to k-means performed on all catego-
ries at the same time; K-means Each refers to k-means performed on one category 
at 

Codebook recognition rate (%) VO 
Codebook Design 

Size b d g ave. distortion 

K-means All 255 89.9 99.4 97.2 95.3 1.959 

K-means Each 255 (85/cat.) 98.7 97.2 97.6 97.9 2.004 

K-means Each 30 (10/cat.) 70.5 91.6 85.7 82.1 3.839 

K-means Each --> L VQ 30 (10/cat.) 98.7 100. 97.6 98.6 6.727 

Also in line with the investigations in [4] is the result here that the HMM using 

the K-means each codebook has recognition rates that are more even across the cate-

gories than in the HMM using the K-means all codebook. 

3.3.2 HMM Codebook Design: L VQ vs. K-means Each 

Next, we investigated the efficiency of an HMM using an LVQ codebook com-

pared to that of an HMM using a K-means each clustered codebook. Here the code-

book size was much smaller than above, consisting of 10 reference vectors per catego-

ry (for a total of 30 vectors in the /b/, /d/, /g/ task). This number was deemed 

sufficient since Shift-Tolerant L VQ applied to the /b /, / d/, / g/ task can achieve very 

high performance using this number of reference vectors [3]. 

The procedure here is first to create the K-means each codebook, which is used 

in one of the HMMs. The L VQ codebook is then created by using the K-means each 

codebook to initialize the L VQ reference vectors, and then training those reference 

vectors using LVQ2, as described in [3]. Training is performed so as to get as high a rec-

ognition rate as possible using the Shift-Tolerant L VQ recognition architecture. The 

resultant codebook is then used in the second HMM. Both HMMs are then trained in 

the manner described above. 

The results on test data for these two HMMs are shown in Table 1. As can be 

seen, the HMM using the L VQ codebook has an error rate ten times smaller than that 

11 ATR Technical Report TR-A-0061, August 25, 1989, ATR Auditory and Visual Perception Research Laboratories 



of the HMM with the K-means codebook. 

3.3.3 VQ Distortion vs. Classification Rate 
U

し

ー

The distortions for the 4 codebooks examined in the two preceding sections are 

shown in Table 1. The definition of distortion here is the usual mean-square error, us-

ing the same test samples as used to calculate recognition rates. As can be seen from 

Table 1, the correlation between distortion and classification rate is tenuous. In fact, 

the codebook with the highest performance, that generated using L VQ2, has the high-

est distortion. Furthermore, in the comparison between K-means each and K-means 

all, the higher performing K-means each yields a codebook with a greater distortion 

than that produced by K-means all. 

3.4. Recognition Within 7 Consonant Clusters 

Encouraged by these results for /b/, / d/ and / g/, we turned to additional pho-

neme classes: the unvoiced stops, /p/, /t/, /k/; the nasals /m/, /n/, and syllabic nasals; 

fricatives /s/, /sh/, /h/, /z/; affricates /ch/ and /ts/; liquids and glides /r/, /w/, /y/; 

and the vowels /a/, /i/, /u/, /e/, /o/. Together, these constitute nearly the entire pho-

neme set for Japanese. The size of the training sets for these classes was roughly the 

same as the size of the test sets, shown in Table 2. Note that the phoneme tokens here, 

as in the /b/, /d/, /g/ experiments above, were taken from the first data set, i.e., had a 

fixed length of15 frames; this is the same data set as used in Shift-Tolerant LVQ and 

TDNN. 

Here we compared the performances of three systems: (1) HMMs using an L VQ 

trained codebook, (2) Shift-Tolerant LVQ, and (3) IDNN. Note that the reference vec-

tors in (1) and (2) are identical, the result of the same Shift-Tolerant LVQ training. In 

the case of (1), the LVQ reference vectors are used as the codebook to an HMM, trained 

as above; in the case of (2), the reference vectors are used for the very simple genera-

tion and summation of activations in the Shift-Tolerant recognition architecture, de-

scribed in [3]. The number of reference vectors varied with each phonemic class exam-

ined, from 10 to 30 reference vectors per class. (3) Refers to the TDNN system 

described and evaluated in [6]. 

The recognition rates for these three systems are shown in Table 2. As can be 

seen, the LVQ-HMM hybrid attained a recognition performance as high as that of 

Shift-Tolerant L VQ and TDNN. 

c
,
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Table 2 Recognition results for 7 phonemic classes 

LVQ+HMM LVQ TONN 
task 

##teorkreonrs s/ correct% ave.% ave.% ave.% 

b 3/227 98.7 
d 0/179 100. 98.6 99.2 99.0 
a 6/252 97.6 
p 7/ 15 53.3 
t 2/440 99.5 98.4 98.9 98.7 
k 6/5 00 98.8 
m 7 /481 98.5 
n 6/2 65 97.7 98.5 98.8 96.6 
N 5/488 99.0 
s 5/538 99.1 
sh 0/31 6 100. 

99.3 99.4 99.3 
h 0/207 100. 
z 3/ 11 5 97.4 
ch 0/1 23 100. 100. 100. 100. 
ts 0/177 100. 
r 0/722 100. 
w 0/ 78 100. 99.9 99.6 99.9 
y 1/174 99.4 
a 0/6 00 100. 
i 2/600 99.7 
u 21/600 96.5 98.9 99.1 98.6 
e 71600 98.8 

゜
2/600 99.7 

3.5. Recognition of All Consonants 

We next turned to the more difficult task of recognizing all the above conso-

nants taken together, not just within small phonemic classes. Here we are only com-

paring the L VQ-HMM hybrid with Shift-Tolerant L VQ. The data set here is still the 

first data set, of fixed length tokens. Twenty five reference vectors were assigned to 

each category, and L VQ training was performed as above. As above, the resulting ref-

erence vectors were used in an HMM framework for training and recognition; the 

same reference vectors were also used in the Shift-Tolerant L VQ recognition architec-

ture. The performances on test data of these two systems are shown in Table 3. Once 

again, it can be seen that the LVQ-HMM hybrid performs as highly as Shift-Tolerant 

LVQ. 
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Table 3 Recognition results of 18 consonants 

LVQ+ HMM LVQ 
task 

訊協Pnrs51correcto/c ave.% ave.% 

b 2/227 99.1 →ヨ

d 2/179 98.9 
a 14/252 94.4 
p 7/ 15 53.3 
t 9/440 98.0 
k 18/1163 98.5 
m 7 /481 98.5 
n 7/265 97.4 
N 14/488 97 .1 97.4 97.7 
s 16/538 97.0 
sh 3/31 6 99.1 
h 6/207 97.1 
z 6/ 11 5 94.8 
ch 6/123 95.1 
ts 1 0/ 1 77 94.4 
r 14/722 98.1 
w 6/ 78 92.3 
y 6/17 4 96.6 

u
_
4
l
 

3.6. Phoneme Recognition Using Tokens of Variable Length 

We then turned to the second data set described above. The phoneme tokens in 

this data set are taken from a greater variety of phonemic contexts than in the first 

data set; in addition the second data set contains tokens from two additional pho-

nemes, If/ and /j/, giving a total of 25 phonemes. 

It was very simple to modify the Shift-Tolerant LVQ architecture to deal with 

the variable token length. At the first level, where LVQ2 training is performed (using 

reference vectors initialized by K-means each), the 7-frame time window was simply 

shifted over the length of the whole token, no longer limited at 15 frames. LVQ2 

training was performed for each position of this time window over the token, as in 

the fixed frame length architecture. At the second level of the architecture, where acti- ¥ 

vations are calculated and summed, the history of activations was simply extended or 

shortened depending on the token length. The calculation of final activations was ob-

tained from the same process of summation as before. 

The HMMs we examined here are trained and tested as above, with the excep-
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Table 4 Recognition results for 25 consonant tokens of variable length. 
K-means All refers to k-means performed on all categories at the same 
time; K-means Each refers to k-means performed on one category at a 
ti 

K-means Codebook Size 
Recognition System Procedure 

250 625 

VO-HMM All 92.8 96.1 

VQ-HMM Each 94.7 96.9 

LVQ-HMM Each 97.2 98.0 

Shift Tolerant LVQ Each 95.3 97.5 

tion that the tokens used for training are of variable length. 

Here too we performed a number of experiments. We examined two codebook 

sizes: 250 reference vectors in all (10 per category for K-means each) and 625 reference 

vectors in all (25 per category for K-means each). Our focus here was to compare VQ-

HMM, LVQ-HMM, and Shift-Tolerant LVQ, for these two codebook sizes. In addition, 

for VQ-HMM, we compared K-means each and K-means all. 

Table 4 shows the results for these systems. These results confirm the finding of 

the preliminary investigations of section 3.2, that K-means each seems to provide the 

HMMs with better discriminant ability than K-means all. We also see that Shift-

Tolerant LVQ by itself performs better than VQ-HMM, and that the LVQ-HMM hy-

brid performs significantly better than the VQ-HMM. For the large codebook, the hy-

brid model's error rate is 1.5 ~ 2 times lower than that of VQ-HMM; for the small 

codebook, 2 ~ 3 times lower. 

4. Discussion 

The above experiments suggest a rather different approach to codebook design, 

concerned not so much with reducing spectral distortion, but rather with providing 

information as to the phonemic identity of the speech segments under consideration. 

Table 1 illustrates this point. For codebooks of the same size, we see that there is in 

fact an inverse relationship between distortion and the HMM's recognition rate. It 
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makes sense that K-rneans all would be better at reducing distortion than K-means 

each, as it takes the whole data set into account. It is not so clear why K-rneans each 

yields a configuration better suited to reducing the number of misclassifications. It 

could be that K-rneans each is better at describing the probability,distribution of each 

category, especially at the category boundaries. This explanation is consistent with the 

motivation for L VQ, which is to pay very close attention to the category boundaries, 

for the purpose of obtaining high classification performance. When comparing the 

L VQ codebook with the K-rneans codebooks, the inverse relationship between distor-

tion and recognition rate is readily understood. L VQ starts from a K-means configura-

tion, where distortion is minimal, and adjusts that configuration for the purpose of 

reducing the number of rnisclassifications. Clearly the resulting configuration will no 

longer minimize distortion, but the classification rate will be better than that of the 

original configuration. 

In Table 1, we see how using an L VQ codebook can provide an HMM with a bet-

ter recognition rate than a K-means codebook that is 10 times larger. This reduction in 

codebook size is a general feature of LVQ which can benefit several speech recognition 

approaches, such as multi-template matching and Shift-Tolerant L VQ. The main ad-

vantage is a large reduction in computation time (the search for the closest reference 

vector can be done in less time as there are fewer reference vectors), as well as an im-

provement in performance. In the hybrid LVQ-HMM system at hand, there is the ad-

ditional advantage of making HMM parameter estimation easier. The number of ob-

servation probabilities to be estimated is decreased, and this in turn reduces the 

quantity of training data necessary to estimate these parameters. In effect, the overall 

size of the HMM recognition system, including both codebook and parameters, is very 

significantly reduced. Thus a small LVQ codebook, compared to a much larger K-

means codebook, can provide an HMM with substantial gains in memory size, speed 

and performance. 

From Tables 2 , 3 and 4, we see that the phoneme recognition performance for 

LVQ-HMM is as high as that of Shift-Tolerant LVQ. The advantage of the hybrid LVQ-

HMM system proposed here is that it can very easily be extended to models for longer 

utterances, such as words, phrases and sentences. Thus, even though the results we 

present here only concern phoneme recognition, the fact that the LVQ-HMM hybrid 

performs phoneme recognition in an HMM framework establishes the crucial link be-

tween the high discriminant power of the Shift-Tolerant L VQ system and the ability 1 
HMMs have to concatenate small utterance models into long utterance models. ¥ 

The hybrid presented here is just one of several possibilities for using L VQ in 

combination with HMMs. In addition, LVQ is also open to integration with other 

r

.

、
,i 

speech recognition techniques, such as DTW. 
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5. Summary 

The motivation of our study was to integrate the high discriminant power of 

the L VQ classifier into an HMM framework extendible to long utterance models. Our 

findings were as follows. 

1) Codebook distortion is not a good index of HMM classification performance. 

Codebooks generated by performing K-means on just one category's data at a time re-

sulted in higher spectral distortion, but better HMM recognition performance, than 

the more conventional method of performing K-means on data from all categories at 

the same time. These effects are even more pronounced when comparing L VQ-

generated codebooks used in an HMM framework with codebooks generated by either 

K-means method. 

2) Applying L VQ to a small K-means generated codebook resulted in a ten-fold re-

duction of the HMM error rate for the /b /, / d/, / g/ task. 

3) Applying the LVQ-HMM hybrid system to a variety of phonemic recognition 

tasks, including tasks where the phoneme tokens were of variable length, yielded re-

suits that were as high as those for the Shift-Tolerant L VQ system. 

Given the above findings, it seems the L VQ-HMM hybrid proposed here suc-

cessfully adopts a new approach to discrete HMM speech recognition, using a code-

book whose purpose is to classify phonemes correctly rather than to minimize spec-

tral distortion. 
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